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Microprocessor Requirements for Implementing
Modern Control Logic

SUMMARY

A demonstration of the use of microprocessors for implementing linear
quadratic Gaussian (LQG) control was conducted. The demonstration consisted of
simulating linear system dynamics on an analog computer and implementing LQG
control and estimation dynamics on a microprocessor. Two cases were studied, a
single input second order system and a four input fifth order system. The second
order system was controlled using an Intel 8080 8-bit microprocessor and the
fifth order system was controlled using a 16-bit Digital Equipment Corporation
LSI 11/2 microprocessor. Key requirements addressed in this study included
microprocessor requirements for (1) word size (2) computational capability
including arithmetic and input/output operations and (3) memory requirements. The
requirements were compared against predicted requirements made using previously
developed analytic techniques

The implementation involved developing general purpose algorithms required
for implementing LQG control and estimation. These algorithms consisted of
matrix/vector multiplication, vector additon and input/output service routines.
The same algorithms were employed in both the second order and the fifth order
demonstration.

Analytic procedures were developed for establishing microprocessor require-
ments for control of nonlinear systems. Techniques were described for designing
nonlinear controls based on the application of LQG theory in which the nonlinear
system dynamics were approximated by a series of linearized system descriptions
at a number of operating points. Linear control and estimation methodology was
applied to the linearized descriptions resulting in a series of piecewise
optimal state variable feedback controls. Techniques are described for synthe-
sizing the nonlinear control and estimation equations by scheduling the piece-
wise optimal gains between operating points. Microprocessor requirements were
then predicted for the piecewise optimal configuration in terms of computational
operation and total memory required.

This research was performed for the U.S. Air Force Office of Scientific
Research under Contract F49620-79-C-0078.
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RESULTS AND CONCLUSIONS ‘ i

1) The implementation of modern control and estimation techniques based on
linear quadratic Gaussian (LQG) methodology was successfully demonstrated using i
commercially available microprocessors. The demonstration was conducted for
both a single input second order linear system and a four input fifth order
linear system. The linear system dynamics were simulated on an analog computer
and the LQG control was implemented using microprocessors. An eight bit Intel
8080 microprocessor was used to control the second order system and a sixteen
bit Digital Equipment Corporation LSI 11/2 microprocessor was used to control
the fifth order system,

2) Analytic techniques developed in the Phase I portion of the program were
applied to predict the microprocessor requirements prior to implementation.
These techniques resulted in procedures for addressing key issues associated
with microprocessor implementation including word size, computational require-
ments, and memory. Application of the prediction techniques resulted in
estimates for both the second order and the fifth order system in terms of
these key issues. The actual requirements resulting from this study agree with
predicted values. However, the particular characteristics of the interface
between the microprocessor and the analog system i.e., the D/A converters and
A/D converters may lead to additional software being required to ensure proper
scaling. Also, additional software requirements arise because of the detailed
characteristics of the hardware multiplication function. These two features

them will depend on the devices selected. The analytic prediction techniques ;
are very accurate in specifying the number and type of operation i.e., addition, i
multiplication, with some qualification. In the actual implementation it was
found that additional software was required beyond that predicted. This
additional software was required to (1) properly account for necessary scaling
between the microprocessor and the analog simulation and (2) allow for signed
multiplication and division when using a hardwired multiplication option on the
LSI 11/2.

3) The Phase I study indicated that the number of operations required per

sample time as well as the memory requirements were dependent on the structure

of the system. Transformation could be used to express the system state vector -
in a new coordinate system which in turn could be used as a basis for designing

the LQG control. Typical transformations include both the Jordan canonical and the
Companion form., While transformation to one of these forms offers the potential

for increased speed and reduced memory requirements, it was found that it is

not always practical to use this approach. A transformation was used for the

fifth order system in an attempt to reduce the number of analog computer

components needed. However, when the control and estimation matrices for the
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transformed systems were calculated it was found that they contained numbers
ranging over eleven orders of magnitude. The large range of values could not
be accommodated by the 16 bit word size of the LSI 11/2.

Although it is possible to reduce the number of operations and memory required
by state vector transformation there is no guarantee that the result will be
amenable to implementation on a (fixed point) microprocessor. The use of such
transformations should be with caution. Evaluating a particular microprocessor
for implementing LQG control should be done first on the basis of the physical
system description. Resort to alternate forms may reduce the apparent number
of computations and memory required but the scaling issue discussed above must
be considered.

I N

4) The second order system validation using on Intel 8080 microprocessnr required
4.7 ms computation time compared with the predicted value of 4.25 ms. The actual
memory used was 483 words of which 468 were PKOM and 15 were RAM. The predicted
values were 490 words including 15 words of RAM and 475 words of PKROM.

The fifth order system validation using an LSI 11/2 microprocessor required
14.45 ms computation time compared with the predicted value of 9.68 ms. The
discrepency is due to the additional software required to execute signed multip- {
lication which was not accounted for in the prediction. The actual memory used
was 422 words of which 109 words were KAM and 313 words were PROM. The predicted
memory requirements were 304 wo.ds including 121 words of RAM and 183 words of
PROM. The differences between the actual and estimated memory requirements is
primarily due to the additional software for signed multiplication. 3

5) Microprocessor requirements for implementing control and estimation for non-
linear systems were defined. The nonlinear control and estimation structure was
developed based on a piecewise linear approach which approximates the nonlinear
system by a series of linearized systems evaluated at various operating points
of the system. '
/ ,}

Optimal linear control and estimation designs are developed for each oper-
ating point based on LQG theory. These designs are coupled together by schedul-
ing the control and estimation matrices between operating points using linear
interpolation as a function of the state of the nonlinear system.

Microprocessor requirements for implementing the nonlinear configuration
indicate the largest impact is in the additional memory required compared to
the linear system. The additional memory results from the requirement that i
control and estimation matrices must be stored for each operating point con- .
sidered. However, the increased memory is a linear function of the number of 1
operating points. This coupled with the facts that 1) the memory requirements
for LQG are small and 2) large capacity memories have been available for some
time indicates that the memory requirements for nonlinear implementation are
not excessive.
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INTRODUCTION

Over the past several years use of modern control methodology -- in
particular, linear quadratic Gaussian (LQG) theory -- has gained increased
recognition as an effective design tool for control of nonlinear multivariable
stochastic systems (Refs. 1-8). The referenced studies have been conducted
under a combination of AFOSR, Office of Naval Research (ONR), Air Force Aero
Propulsion Laboratory (AFAPL), NASA-Lewis and Pratt & Whitney Aircraft (P&WA)
support. In these as well as many other aerospace applications the primary
impetus for application of modern LQG control concepts is improved system
performance combined with the advent of digital electronic control implementa-
tion. Digital electronics provide the means by which complex controllers
associated with LQG theory can be implemented. The current trend both within
as well as outside the aerospace controls community toward increased use of
digital electronics -- in particular, microprocessors —- will lead to increased
use of modern control logic including system identification, modeling, estima-
tion, and multivariable control methodologies (Ref. 9). 1In addition, use of
microcomputer controllers will lead, in many instances, to reduced control cost
(Refs. 10 and 11), lighter and smaller controls (Ref. 12), lower power require-
ments and integrated circuit reliability (Ref. 13). Recent studies (Ref. 14)
have demonstrated that existing microprocessor can be used to implement algor-
ithms for parameter identification of relatively simple, low-order dynamic
systems.

However, prior to widespread use of microprocessors for modern countrol logic
implementation key issues associated with microprocessor implementation of LQG
control and estimation concepts must be addressed and resolved. These issues
include (1) accuracy, (2) computational capability, (3) memory, and (4) inter-
face requirements (Ref. 15). These requirements depend upon system dynamics as
well as upon the particular control algorithm employed. Defining these require-
ments will establish criteria for selecting the appropriate computer system for
control implementation.

To address these important issues a two phase two year program directed
toward establishing microprocessor requirements for implementating modern
control logic was initiated at UTRC under AFOSR support in 1978, The Phase I
study (Ref. 16) was concerned with establishing analytic techniques for evaluating
microprocessor requirements for implementing modern control and estimation for
linear systems. These techniques were applied to two selected examples, a
single input second order system and a four input fifth order system. The
implement ation requirements for each system were identified and a candidate
micronrocessor was selected as a suitable device for implementing each of the
system control and estimation algorithms.
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This report presents results for the Phase 11 effort of the program which
was directed toward verification of the analytic procedures of Phase 1. The
verification was conducted for both the second order and the fifth order cases
analyzed in Phase 1. The procedures involved simulating the system dynamics on
an EA1/1000 analog computer. The control and estimation dynamics were imple-
mented on an Intel 8080 microprocessor for the second order case and a Digital
Equipment Corporation LSI-11/2 microprocessor for the fifth order case. Comparisons
are presented between the predicted microprocessor requirements and those
realized using the hybrid simulation approach mentioned above.

The Phase I techniques have also been extended to the general class
of nonlinear systems. An analysis is presented which treats the nonlinear
problem as a series of linear problems by linearizing the dynamics at a set of
operating points. The LQG design methodology 1s applied at each of the operat-
ing points to develop a series of piecewise linear optimal control and estima-
tion configurations. The microprocessor requirements for implementing this
approximation to the optimal nonlinear solution are presented.
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CONTROL OF NONLINEAR STOCHASTIC SYSTEMS

In this section the general nonlinear stochastic regulation problem is
presented. The nonlinear stochastic system model is defined first. This model
is general in nature .nd applicable to a broad class of estimation and control
problems.

A technique for synthesizing feedback control of the general system is then
presented. The approach is to represent the nonlinear system as a set of
linear systems defined throughout the operating regime of the nonlinear plant.
Linear quadratic Gaussian (LQG) control design is then reviewed as applied to
the linearized plant description. A technique for extending the linear design
to the nonlinear plant is then presented which uses gain scheduling within the
controller. In the final part .f this section the digital implementation of
the nonlinear and linear controllers are discussed.

System Description

The system model is shown in Fig. 1 with provision for estimation and
regulation algorithms included. The system consists of a nonlinear plant,
control actuators, and sensors. The control actuators are physical devices
which translate commanded inputs into actual plant inputs. This translation is
not exact and, therefore, process noise is included to account for actuator
uncertainties. This process noise also models external plant disturbances and
system-to-system parameter variations. Plant state variables are generated
through plant dynamics and the actual inputs. These state variables in conjunc-
tion with the actual inputs govern the plant output response. Plant state
variables are available only through sensors which contain inherent lags and
nonlinearities. These sensors indicate which state variables or combinations
thereof can be measured. Sensor noise is included to account for measurement ]
inaccuracies. Modeling actuator and measurement uncertainties by stochastic :
processes translates these physical uncertainties into mathematically tractable
representations. The statistical properties of these random processes define
the process and sensor inaccuracies. ﬂ

System dynamics are given by the differential and algebraic equations

).((t) = f(x(t)v u(t), &£(t)

y(t) = g(x(t), u(t)) 1)

z(t) = h(x(t)) + n(t)
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where x represents the n-dimensional system state vector, u represents the
m~dimensional actuator input vector, y represents the p-dimensional plant
output vector, and z represents the f-dimensional measurement vector. The
random process vectors { and 17 represent white zero-mean Gaussian m-dimensional
actuator and {~dimensional sensor noise, respectively. The dot notation
denotes differentiation with respect to time. The vector functions f, g, and h
are assumed continuous and twice differentiable in all their arguments. Note
that f includes all dynamics associated with the plant, actuators and sensors.
The initial state vector is assumed to be a Gaussian random variable with known
mean. The random vectors x(0), £(t), and 7W(t) are assumed independent with
known covariances. The statistics of the system uncertainties are defined

by

E{x(0)} £ X(0)

E{(x(0)-%(0)) (x(0)-x(0)) ' }¥5(0)

E{£(t)} = 0

E{e(t)e' (1)} = Q(t)8(t-1)

E{n(t)} = 0 )
E{n(t)n' (1)} = R(t)3s(t-1)

E{(x(0)-x(0))E'(t)} = 0

E{(x(0)-x(0))n'(t)} = 0

E{e(t)n"(1)} =0

where 6(t-7) is the Dirac delta function and the prime denotes a transpose.

Control Design Approach

The controller must generate inputs to the actuators to achieve desired system
performance as determined by actual plant state and output response. The time
response of actual plant variables, rather than measured variables, is therefore
the key quantity that enters into an assessment of system performance. The
controller must determine time evolution of the actuator inputs--the only
system variables which can be directly adjusted-~to satisfactorily control time
evolution of actual plant state and output variables.
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The nonlinear stochastic feedback regulator design depends on (1) the
dynamics of the system, (2) the levels of uncertainty in the system, and (3)
performance criteria that specify satisfactory time evolution of the system
inputs and outputs. The design issue is complicated by the interplay between
system dynamics, the stochastic nature of the problem, and the effects of
deterministic commanded inputs. However, a design philosophy that separates
the deterministic and stochastic aspects of the problem can be adopted.

The design approach involves first linearizing the system dynamics of
Eq. 1, applying linear quadratic regulator (LQR) contrri techniques to the
linear deterministic description, developing estimator equations for the
stochastic portion and finally developing the nonlinear control by combining
the control and estimation equations.

The separation theorem (Ref. 17) allows optimal solution of the control
and filter problems separately for linear systems. In general, if the over-all
nonlinear quadratic stochastic control problem could be solved, the resulting
optimal design would not obey the separation property. Since at the present
time the combined optimal nonlinear estimation and control problem cannot be
solved, the separation concept and a linear quadratic Gaussian approach is
employed to arrive at a set of related problems that can be solved.

Linearized System Description

For steady-state regulation, the controller must maintain the actual plant
variables as close as possible to the steady-state operating point in the
presence of plant disturbances. In these small-signal situations, the nonlinear
system of Eq. (1) can be described by a linearized perturbational model which
approximates the dynamic behavior of the nonlinear system in a small region
about the steady-state operating point. Linear dynamics are determined by
expanding the nonlinear system functions f, g, and h (Eq. (1)) in a Taylor
series expansion about the steady-state operating point (xss)' Retaining
only first-order terms in the Taylor series expansion results in the perturba-
tional equations of the system dynamics.

6x(t) = ASx(t) + B Su(t)+£(t)
Sy(t) = Céx(t) + D fu(tr) 3)

§z(t) = Eéx(t) + n(t)

where 6x, 6u, 6y, and 6z represent state, input, output and measurement perturbations,
respectively, and statistical properties are as previously defined for Eq. (1).
A(nxn), B(nxm, C(pxn), D (pxmand E (4 xn) matrices are given by

The
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Deterministic Comntrol

A systematic technique for deterministic multivariable nonlinear system
control design based on linear quadratic regulator theory -- specifically,
the piecewise-linear/piecewise-optimal (PLPO) control technique -- was developed
(Ref. 2). The deterministic control design procedure assumes no uncertainities,
i.e., it is assumed that (1) no actuator errors exist, (2) no plant disturbances
occur, (3) all state and output variables are measured perfectly, and (4)
actuator and plant dynamics and parameters are known exactly. Under these
assumptions, plant state and output variables can be determined for any given
commanded inputs.

The analytical PLPO method is based on linearizing the system about a
set of closely spaced steady-state operating points and applying linear opti-
mization methods at each point. A single nonlinear control problem is thereby
reduced to a series of linear control problems. This permits the use of
established analytical and numerical methods associated with linear quadratic
control theory. At each operating point, an optimal linear feedback controller
is generated by minimizing a quadratic performance criterion. Weighting factors
within each performance criterion enable the control designer to satisfy
performance specifications by trading-off system response against control
actuation rates. Nonlinear feedback control is then constructed by combining
the series of linear controllers into a single nonlinear controller whose
feedback gains vary with system state.

LQR theory applied at any operating point given an optimal incremental
control for the linearized system dynamics described by Eq. 3. The general form
of this control is

Suk = G(xss) ox (5)

where G(m x m) represents the optimum feedback gain matrix for operation at

the steady-state point x__.. The PLPO technique applied to Eq. 5 gives the
88

algorithm for implementation the nonlinear control:
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x(t)
we =6 (x(1) dx(r) + u(0) (6)

x(0)

Since the controller gain matrix G is defined at a series of design points
along the system steady-state operating line, on-line interpolation is used to
determine values for G between the operating points.

State Estimation Design

The stochastic aspects of the problem are reintroduced for the estimation
portion of control system design. In addition to plant, actuator and model
uncertainties, the fact that all state variables cannot be measured and that
any measurement is subject to sensor errors must be taken into account. The
objective of this step is to design an estimator or filter that generates, on
the basis of past and present sensor measurements, estimated plant state and
output variables as close as possible to actual plant state and output variables
at any instant of time.

Linear filtering theory may be applied to nonlinear systems by continually
updating a linearization around the current state estimates. The resulting
estimation algorithm is the extended Kalman filter. The system dynamics for
the extended Kalman filter are represented by the nonlinear deterministic
system equations. The estimated state variables x(t) and output variables
y(t) are generated by the nonlinear differential and algebraic equations

x(t) = £(x(t), u(t), 0) + K(t) (z(t) - h(x(t))) .
y(t) = g(x(t), u(t), 0)

where the n x ¢ Kalman gain matrix K(t) depends on (1) the partial derivatives
af/ax and 3h/ax evaluated with respect to the estimated states x(t), and
(2) the sensor and driving noise statistics. Extended Kalman filtering theory
calls for the matrix K(t) to be calculated in real time since it is coupled to
the current state estimates through the relinearization procedure. This
on-line gain calculation often results in filter divergence (kef. 18) due
primarily to (1) on-line linear system approximations required for on-line
gain calculations, (2) model-mismatch between the filter model and the actual
system, and (3) mismatch between actual system noise statistics and those
statistics assumed in calculating the gains, In addition, n(n+l) differential
2

10
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equations must be solved to calculate the gain matrix H(t). The derivation
is the extended Kalman filter is presented in Ref. 17.

In Ref. 5 techniques were developed for large-signal filtering logic with
off-line gain calculation to (1) avoid the divergence problems associated with f
on-line gain calculation, and (2) reduce the computational complexity of the
filtering logic. The filtering logic was defined based on representing the
system by reduced~order models to further reduce the computational complexity
of the estimation of algorithms. In addition, model-mismatch compensation
techniques were established to eliminate bias errors due to modeling inaccur-
acies, system-to-system variations, and system degradation. Results obtained
in the Ref. 3 UTRC study directed toward stochastic small-signal regulation of
nonlinear multivariable dynamic systems indicate that Kalman filtering methodol-
ogy with model-mismatch compensation is an effective means for achieving
accurate estimation. In addition, the Ref. 3 study showed that improved
estimation leads to improved stochastic regulation.

Off-line Kalman gain calculation is based on the linearized system dynamical
description of Eq. 3. For this problem the solution to the state estimation
problem found in Ref. 17 was used. The Kalman filter dynamics are described by !

si(t) = ASx(t) + BSu(t) + K(z(t) - ESx(t))
- . (8)
§y(t) = CSx(t) + DSu(t)

The n x L constant gain matrix K is a function of the known A and B matrices
and the specified system noise statistics.,

Model-Mismatch Compensation

The linear perturbational model (Eq. (3)) represents an approximate relation-
ship between state, input, output and measurement perturbations because second-
and higher-order terms were neglected in the Taylor series expansion. Deriva-
tion of the Kalman gains, however, assumes that Eq. (3) represents an exact
model of che physical process. To compensate for this inherent model-mismatch
an n x 1 vector e, which represents “ue resulting error between actual and esti-
mated state perturbations, is defined. This definition leads to a second linear
estimation problem -- i.e., estimation of the error vector e -- described by

e(t) = (-KE+A)e(t) - Kn(t) + BE(t) + v(t)

>

v(t) = y(t)

r(t) = Ee(t) + n(t)

ne>

r(t) = 6z(t) - Eéx(t)

11
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where the n-dimensional vector ¥ represents white zero-mean Gaussian n-
dimension model-mismatch uncertainty with intensity N; i.e., E ¥(¢)v'(7) =
N(t)6(t=7). The designer selects the model-mismatch matrix N to reflect
uncertainty about the model dynamics; i.e., the larger the intensity matrix

N the more uncertain the designer is that the system model is the same as the
physical process. The Kalman filter for the system described by Eq. (9) is
given by . .
e(t) = (-KE+A)e(t) + o(e) + K, (r(t)-Ee(t))

V(t) = K,(r(t)-Ee(t))

where the n x { and K2 matrices are upper and lower partitions, respect-
ively, of the 2n x ¢ Kalman filter gain matrix. An improved perturbational
state estimate is obtained by adding the estimated error to the original
perturbational state estimate. After algebraic manipulation —-- which alters
the Kalman gains and isolates the compensator gains -- the estimator is
described by :

. . = t .
sx(t) = ASx(t) + Bou(t) + K (8z(t)-Eéx(t)) + f (R (8z(T)-Esx(1))dr  (11)
o

~
where the n-dimensional vector § is the improved perturbational state
estimate and

3

K, = K +
K+ K

KC = K2 .
The derivation of Eq. (11) is presented in Ref. 19.

Integrating Eq. (11) along the svstem trajectory leads to

. t
R(£) = £ (R(£),u(£),0) + K (2(£)-h(x(t)) + [ K (2(1)-h (x(t))dr
o

t ~
£ (2(t),u(t),0) = f (Aéx(T) + Bou(1))é1
t o
h (x(t)) = f Esx (1) 61
o}

and f, h represent the system model employed in the filter. The Kalman and com-
pensator gains K¢ and Kc are functions of the operating condition. The block
dragram of this filter is shown in Fig. 2. The implementation requirements for
this nonlinear filter depend on the form assumed for the deterministic system
models f and h.
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The PLPO techniques described above and used to generate the control law
of Eq. 6 are now applied to the filter equation. The procedure requires
formulating expressions for the two functions shown in Eq. 1l4. Path integrals
of the linearized system dynamics (Eq. (3)) at a series of operating points
define the piecewise-linear model. From Eq. (3) the piecewise-linear model
dynamics are given by

>

. © u(t)
£ (x(0),u(e),0) = [ AGR)dk + { B(x,)du
x(0) u(0)

(15)

. x(t)
h (x(t)) = E (x.)da + h(x(0)) .
i(fm .

Since the A, B, C, D, and E matrices are defined at a series of design points
along the system steady-state operating line, interpolation based on a selected
state x; is used to determine values for these matrices between design points.
The filger gains Kf and K. are also functions of operating condition.

Combined Estimation and Control

The third and final step in control synthesis for stochastic nonlinear
systems using the separation approach would involve combining the PLPO determin-
1stic control and stochastic estimation algorithm developed in this study into
a unified feedback controller. The resulting stochastic controller must
estimate the system states and outputs from the noise-corrupted system measure-
ment data. Based on these estimated system variables, the control must generate
actuator inputs to achieve satisfactory system performance. The overall system
structure is shown in Fig. 1.

Summarizing the results of the control and filter design outlined above
produces the combined norlinear equation to be implemented

x(t) )
w(®) = [ G + u(0) (e
x(0)
x(6) = £ (x(),u(t),0) + K. (2(t)-h(x(t)))
(17)

t
.,.{ K, (z(1) -h(x(t)))dr

where f, h are defined in Eq. 15 for the piecewise linear model.

13
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Digital Implementation

The nonlinear equations to be implemented in the microprocessor are given
by Eqs. 16 and 17. The implementation is based on using rectangular (Euler)
integration which is the simplest form of integration in terms of the computa-
tions required per sample interval.

To code the estimation algorithms on a digital computer the filter equations
for state estimation may be represented by (1) state prediction equations, and
(2) state update equations. Filter equations based on Euler integration which
predict state variables at time t + at, given measurements to time t, are
described by

x(t + 8t/t) = x(t/t) + £ (%(t/t),u(t),0) At (18)

where At represents the known sampling interval. If a more accurate integration
method (e.g., Runge-Kutta) is employed, the sampling interval may be increased;
however, the computational requirements will also be increased. The notation

(t + At/t) represents filter prediction of system states at time t + At given
measurements to time t. The filter update equations are given by

X ) t+At
x(t + At/t + At) = x(t + At/t) + (RAO)r(t + ot) + :E% (KcAtz)r(T)
= (19)

r(t + At) = z(t + At) - h (x(t + At/t)).

Equations (18) and (19) indicate that the state prediction computational require-
ments are primarily dependent on the system model in the filter; whereas, the
state update computational requirements are primarily dependent on the gain
calculation. Output and measurement estimate computational requirements are
primarily dependent on the output and measurement models employed in the
filtering algorithm. Therefore, computational requirements for the filtering
algorithms are functions of (1) the system model employed in the filter, and

(2) filter gain calculation. Digital implementation of the control equation
follows from Eq. 16 again assuming Euler integration

u(t + At) = u(t) + G(x,)(x(t + At/t + At) -x(t/t)) (20)

3

Equation 20 indicates that the control computational requirements are primarily
dependent on the gain calculation. All gain scheduling is assumed to be
implemented using linear univariate interpolation. For any of the matrices
contained in Eqs. 18 thru 20 the algorithm for gain calculation is

p=m (x, - (x )+ Py

b b

(21)

Pl ™ Py

) =(x))
i+1 1 i

i (x
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where p denotes any matrix parameter, and the index i represents a steady-state

operating condition such that (xj)i < X S_(xj)

Jj i+l®

Microprocessor Requirements

The requirements placed on a single microprocessor to implement the non-
linear control and estimation equation are discussed in this section. This
study did not include an investigation of partitioning the computational tasks
among two or more microprocessors although this option is a potentially powerful
alternative.

The microprocessor requirements which are discussed include (1) number of
comput ations required per sample interval and (2) memory requirements necessary
for storing the gains and the sampled state values. The methodology closely
follows that developed in Ref. 16. The number of computations required per
sample interval determine the time to execute the control and filter equation.
This time must be less than the sample time which is used in the closed loop
design. The sample time in turn must be sufficiently fast to guarantee that
(1) the dynamics of the physical plant are adequately represented by the
sampled values and (2) the digital implementation of Eqs. 18 through 20 is
stable. A technique for examining the stability of the equation was presented
in Ref. 16. This technique can be used to study the stability of these different
equations for a particular system description. Guaranteeing that the sample
update is fast enough to adequately represent the nonlinear dynamics of the
physical system requires that detailed simulation be used. For linear systems
the evaluation can be achieved without recourse to detailed simulation by
considering the eigenvalues of the system. The maximum sample time in this
case can be determined by application of the sampling theorem.

Once the maximum sample time is determined the applicability of a particular
microprocessor can be evaluated. This evaluation requires first determining
the number of computations required per sample interval. These computations
consist of signed multiplication and signed addition as well as delay associated
with the input and output operations.

Computational Requirements

The computational requirements for signed multiplication and signed addition
are determined from Eqs. 18 through 21. This determination involves the systematic
analysis of these equations in terms of the dimensions of the dynamic variables
and matrices.

In Phase I it was shown that the linear discrete controller implementation
requirements could be altered by transforming the estimated state vector. To
change state coordinates for the linear system the estimated state vector X
is transformed through the equation

Sotepe g e —
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w=Tty (22)

where T is an n x n nonsingular constant matrix. This technique was used to
transform the system description to both Jordan canonical form and the Companion
form. The digital implementation requirements were then evaluated for the
linear system in the Standard, Jordan, and Companion forms.

For the transformation technique to be applicable to the nonlinear case
requires that a T matrix be stored in the microprocessor as a function of
operating point. This requirement follows from the fact that the linearized
system dynamical description of Eq. 3 is a function of operating point.

Therefore, for nonlinear implementation additional memory is required if
the transformation technique is to be used. The approach taken in developing
the implementation requirements for the nonlinear system is to consider only the
standard form of the system. This avoids the necessity to store the T matrix
as a function of operating point.

Filter computational requirements per sampling interval are determined
from the prediction and update relationship of Eqs. 18 and 19. The gain
matrices K¢ and K are scheduled according to the univariate interpolation
algorithm of Eq. 21. The computational operations for implementing the control
law of Eq. 20 consist of matrix/vector multiplication and vector addition as
well as the interpolation required by Eq. 21 for scheduling the matrix G
between operating points,

In addition to the operations associated with the filter and cuntrol equa-
tion there are operations required for input and output (I/0) between sample
intervals. These operations consist of measuring % outputs of the plant and
providing N inputs to the plant. These I/O operations are used for both the
filter and control equations. Table I summarizes the computational operations
required for each sample interval of the PLPO implementation. They consist of
multiplications, additions, and 1/0 operations. These operations may be used to
predict the computation time required by the microprocessor.

Computational times are evaluated for any candidate microprocessor once the
benchmark times for signed multiplication and signed addition are determined.
The I/0 times are dependent on the characteristics of the A/D and D/A converters
used, The characteristics of a representative set of microprocessor and A/D and
D/A converters are shown in Ref. 16 and repeated in Appendix A.

Memory Requirements

Memory requirements depend upon (1) the system model and (2) the computer
code including temporary storage to implement the control and filter algorithms.
System model memory requirements are a function of model structure as well as

16
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system state, input, and output orders. System model requirements will not vary
with microprocessor. On the other hand, the computer code and temporary storage
requirements will vary with microprocessor as well as system model.

Memory may be either random access memory (RAM) or programmable read only
memory (PROM)., RAM is generally used to store temporary data such as measure-
ments and intermediate calculations. PROM would be used for storing constants
necessary for implementing the control and filter equations. Memory requirements
are determined from the filter and control relationships of Eqs. 18 through 20
and the interpolation algorithm of Eq. 21. The results are summarized in Table
II where the type of memory, either RAM or PROM is also indicated. For the
scheduled gain matrices, G, K¢ and K. the total number of storage locatiouns
depends on the number of operating points used in designing the PLPO structure.

In Table II, KR represents the number of steady-state operating points selected
for system linearization.
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LINEAR SYSTEM RESULTS

The Phase I work reported in Ref., 16 dealt with the microprocessor require-
ments for implementation of modern control for linear systems. A major task con-
ducted under the present research was to verify the analysis and prediction of
microprocessor requirements for linear systems. The validation was aimed at
verifying the prediction for two problems. One problem was a single input
second order system and one was a four input five state system respresenting
linearized F100 engine dynamics. The second order validation consisted of
implement ing the modern control an Intel 8080 microprocessor. An analog
simulation of the second order system was interfaced to the microprocessor.

The control for the four input fifth order system was implemented on a Digital
Equipment Corporation LSI 11/2 microprocessor. The linearized F100 engine
dynamics were simulated on an Electronics Associates Incorporated Model 1000
analog computer.

This section reviews the microprocessor requirements for implementing
modern control for linear systems. The validation results are presented by
first discussing the matrix and vector mathematical algorithms used in the
microprocessor. Results from this implementation phase are then presented and
compared with the predictions.

Microprocessor Requirements-Linear Systems

For linear systems the matrices of Eq. 3 are constant and the § notation
does not apply. Therefore the filter and control dynamics can be represented
by

x(t) = Fx(t) + H(z(t) - Ex(t))

u*(t) = Gx(t) (23)
F é A + BG

where the notation (") denotes the estimate of the variable in parentheses,
G (m x n) represents the deterministic feedback control gain matrix and H
(n x 2) represents the steady-state Kalman filter gain matrix.

The formulation developed in Phase I included provision for transforming
the coordinate system using a transformation matrix T. The reason for the
transformation is to represent the system by a new stsate vector

w = T_1 x (24)
whose dynamic equation may be of a form to reduce the number of computations

required in implementing the filter and control equation. The transformed
equations, from Eqs. 23 and 24 are

2 - -~
wit) = FTw(t) + HT (2(t) - E,rw(t)) (25)

u(t) = GT&(:)

18
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where Fp = T-I(F)T, Ry = T'lﬂ, Ep = ET and Gy = GT. However, the
matrix Fp depen.® upon the selected transformation matrix T. Note that T=I1
results in the standard form, i.e., Fp=F.

Implementing the control and estimation dynamics of Eq. 25 is done by
solving the filter equation in two steps as discussed earlier. This process
involves solving (1) state prediction equations and (2) state update equations.
The result may be expressed in the following form

wik + 1) = ¢D w(k) + By z(k + 1)

u(k + 1) =Gy w(k + 1) (26)
where ¢, = (I - TV HETAL) (1 + 4)
_ -1,.2 2 -1_.3 3
$ =T 1 FTAt + a ET) At + a g?) ac + oeen (21
_ —1 H H
Hy =T " HAt
G, = GT
D h
and k denotes the k'" sample time.

The matrices of Eq. 27 are computed off-line and stored in the microprocessor
for use in implementing the filter and control relationships of Eq. 26.

Analytic techniques were established in Phase I for predicting the micro-
processor requirements for implementing Eq. 26. The specific requirements
addressed included (1) accuracy (word length) requirements, (2) computational
requirements, and (3) memory requirements.

Accuracy Requirements

The effect of finite word length on the overall response of the controlled
system was evaluated using a performance index approach. A Univac 1100 series
digital computer with a 36 bit word length was used to generate system response
against which the responses for smaller word length configuration could be
compared. The performance index

J= ]? [(y* - yt)' Q(y* - yt) + (u* - ut)’ R(u* - ut)]dt

[¢]

(28)

*

where = output response vector with 36~bit controller

y
y* = output response vector with b-bit controller
u* = control vector with 36-bit controller
u? = control vector with b-bit controller

Q,R = weighting matrices
was defined. The performance index J represents performance degradation due to

finite word lengths less than the accurate 36-bit word length. As the number
of bits in the computer word approaches 36, J approaches zero.

19
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A procedure was developed for reducing this integral equation to an
algebraic equation. The resulting expression allows the numerical evaluation
of Eq. 28 to be performed very simply on the computer without the need to
simulate the actual system, control, and filter dynamics.

Computational Requirements

The computational requirements for implementing Eq. 26 were expressed in
terms of the number of multiplications, and additions required as well as the 1/0
operations required for each sample interval. Three cases were considered
corresponding to three tranformation matrices T, defined in Eq. 25. The three
structures were (1) Standard, (2) Jordan canonical, and (3) Companion. Table
111 summarizes the results for the number of operations required for the LQG
implement ation.

Memory Requirements

Total storage requirements were defined for the filter and control dynamics
represented by Eq. 26. The memory requirements resulted from analysis of the
dimension of the vectors and matrices of Eq. 26. The storage was required for
(1) past state estimates, w(k), (2) current state estimates, w(k+l), (3)
measurements z(k+1), (4) control u(k+l), and the gain (GD) and filter matrices
(¢p, Hp) of Eq. 26.

The memory requirements for implementing LQG control and estimation a:e
summarized in Table IV for the three system structures discussed above.

20
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APPLICATION AND VERIFICATION OF MICROPROCESSOR
REQUIREMENT PROCEDURES

The procedures reviewed in the previous section were applied to two can-
didate systems and the microprocessor requirements were predicted. The systems
selected for examination were (1) a single input second order plant and (2) a
four input fifth order F100 turbofan engine linearized at sea level static
military operation. The verification of the procedures was carried out for
both of the selected examples. This verification consisted of (1) simulating
the system dynamics on an analog computer, (2) implementing (coding) the
control and filter equation in a microprocessor, and (3) comparing the results
with those predicted using the procedures discussed above.

Before discussing the results of the validation experiments it is important
to describe the matrix and vector operations which are required to implement the
control and filter dynamics of Eq. 26. The operations required i.e., vector/
matrix multiplication and vector addition are generic to the structure of the
problem. Any efficiencies which can be realized in performing these operations
will translate directly into reduced computational time.

A block diagram of the complete simulation system is shown in Fig. 3. The
system dynamics are simulated on an analog computer. Control and filter dynamics ;
are implemented in a microprocessor which is interfaced to the analog computer
using A/D and D/A converters as shown.

The software to implement the control and filter dynamics consists of
three matrix/vector multiplications (QDw, Hpz, and Gpw) and one vector
addition (¢ w + Hpz) Other operations are required to save past state esti-
mates, service the clock, interrupt and output the control via the D/A converter.
The clock interrupt service routine (1) performs a timing check to assure that all
control computations are completed within the sample time and (2) reads in 1
measurement data via the A/D converter.

1 The overall block diagram of the control software described above is shown
'« in Fig. 4. The block diagram of the matrix/vector multiplication code is
displayed in Fig. 5. Figure 5 includes several minor changes (e.g., the order
in which pointers are initialized and updated) which were made in the matrix/
vector multiplication block diagram presented in the Phase I report. These 3
changes result in more efficient microprocessor implementation. The matrix/vector
multiplication algorithm is not changed but rather the way the algorithm is
implemented has been slightly modified. Block diagrams of the vector addition
code, the store state estimates, and the interrupt service routine are shown in

l Fig. 6.

e
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Second Order System

The second order system dynamics in the form of Eq. 3 are represented by
the A, B, C, D and E matrices of Table V. The control and filter dynamics for
the second order system are in the form of Eq. 26. The constant matrices G
and H; are also shown in Table V.

The second order system control and filter equations were coded on an Intel
8080 microprocessor with software multiply. The second order system dynamics
were implemented on a special purpose analog computer.

The improvements discussed above in the matrix/vector multiplication algor-
ithms were incorporated into the 8080 code. These improvements result in
reduced execution time. The code changes include (1) more efficient use of the
registers in the multiplication algorithm (11.5% reduction in cycle time) and
(2) more efficient memory (data array) accessing as well as more efficient use
of the registers in the matrix/vector multiplication algorithm (reduction in
cycle time dependent on system order, e.g., a 24% reduction in the matrix/vector
multiplication control algorithm is obtained for a 2 x 2 matrix times a 2 x 1
vector)., In addition, the interface software was added to the preliminary
code. A complete listing of the code is shown in Appendix B.

Comparison of Results

The analytic procedures developed in Ref. 16 were applied to the second
order system. Conclusions resulting from applying these prediction techniques
were (1) an 8 bit word length is sufficient, (2) a minimum sample time based on
the number of computations of 4.25 ms was predicted for the 8080, and (3) 490
words of memory would be required.

The validation of the prediction techniques consisted of (1) comparing the
execution times and memory requirements between the predicted values and those
resulting from the actual implementation and (2) comparing dynamic response
between that predicted and that actually achieved. This dynamic response
comparison was used to verify the accuracy requirement predictions.

Table VI summarizes the predicted values for computation time and memory
requirements and also shows the computation time and memory actually achieved
with the implemented system. The minimum predicted sample time of 4.25 ms
compares well with the measured value of 4.7 ms.

The actual memory requirements are also in good agreement with the pre-
dicted values, Actual memory used was 483 words of which 468 were PROM and 15
were RAM. The predicted values were 490 words including 15 words of RAM and
475 words of PROM.
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Validation of the word length requirements shows that the prediction tech-
niques are quite accurate. This 1s important since the word length prediction
was treated using an analytic formulation based on the cost function approach
described above. This allows the designer to simply solve an algebraic
matrix equation to assess the effect of finite word length. Application of
this technique to the second order system showed that an 8 bit microprocessor
: was adequate for implementing the second order control and filter equations.

An 8 bit microprocessor was simulated as described in Ref. 16 and the resulting
output response was recorded. Figure 7 shows this predicted response and also
shows the response recorded using the analog computer/8080 system. The good
agreement between these results indicate that the prediction techniques are
valid for assessing the effect of word length on system response.

Fifth Order System

Validation of the prediction techniques was also carried out for a four
input fifth order linear system. The system dynamics represent the linearized
description of an F100 turbofan engine operating at sea level static military
operating conditions. The linearized engine dynamic description, in the form
of Eq. 3 are represented by the A, B, C, D and E matrices of Table VII.

Simulating these dynamics on the EAl 1000 analog computer requires imple-
menting the A and B matrices of Table VII. The number of amplifiers and
potentiometers required for instrumenting the matrices as shown exceeded the
number available on the EAI 1000. The large number of analog computer components
required is a result of the A and B matrices being in standard form i.e., all
elements of the matrices were nonzero. An attempt was made to transform the
system description to both the Jordan canonical form and the Companion form by
using the appropriate T matrix transformation as described in Eq. 24. This
approach did not work, however, since the resultant closed loop Fg matrix of
Eq. 24 became ill conditioned. That is, the magnitude of the elements of F,
varied over a wide range. This wide range of values in turn required more than
16 bits of accuracy to allow stable closed loop operation. The number of
analog components required was reduced by eliminating several of the smallest
terms in the A and B matrices and approximating other terms. The resultant A
and B matrices are shown in Table VI11. These matrices are compatible with the
number of components available on the EAl 1000. Since the control (GD) and
filter matrices (HD, OD) of Eq. 26 are dependent on the A and B matrices,
new values for these matrices were computed for the modified A and B matrices.
The matrix values for Gp, Hp, and ¢ are shown in Table IX. These values
are those used in the microprocessor implementation.

The modified system dynamics were required to allow analog computer imple-
mentation. However, to verify that the changes did not significantly affect
the dynamic description of the system a comparison was made between the responses
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for the original A and B matrices and modified versions. Figure 8 depicts the
close agreement between the two cases for the x; state (incremental fan
, turbine inlet temperature) response. Other results which were obtained show
f similar agreement and it was concluded that changing the A and B matrices did
] not noticeably alter the closed loop dynamics.

Prior to implementing the closed loop experiment the analog simulation was
checked against the expected response to verify that the analog representation
was correct. This was done by comparing the unforced (u=o) response of the
analog system against a digital computer simulation. This procedure was of
considerable value in uncovering and correcting wiring errors on the analog
computer. The analog computer implementation is shown in Fig. 9. The analog
simulation of the unforced system compares well with the digital simulation.
Figure 10 compares the xg state (incremental after burner pressure) responses.

Microprocessor Implementation

Based on application of the prediction techniques it was decided to use

an LSI-11 16 bit microprocessor with hardware multiply and divide options. The
matrix/vector operation, the interrupt service routines and the state store
algorithm discussed previously and shown by the flowcharts of Figs 4, 5, and 6
were coded on the LSI-11. Several changes were incorporated into the final
version of the code compared to the preliminary code developed during Phase I. i
Three changes were in the areas of (1) maximizing the use of registers to
reduce the memory access times and (2) improving the techniques for table
accessing. Additionally, since the hardware multiply and divide option of the

; LSI-11 are for unsigned operations, code was developed to enable the handling

3 of signed operations. The complete code for the LSI~1l implementation is shown

E in Appendix C.

Comparison of Results

Comparisons are presented for (1) accuracy requirements, (2) computational
speed, and (3) memory requirements. In each case the comparison is made between
the resulted predicted using the techniques of Phase I and the results obtained ’
from the actual implementation. Application of the prediction techniques indi-
cate that the fifth order system can be implemented for the standard structure
of the system using (1) 16 bit word length, (2) a minimum sample time of 9.68
ms based on the computational requirements and (3) 304 words of memory (183
; words of PROM and 121 words of RAM).

The predicted results for a simulated 16 bit word length are compared !
against results from the EAI 1000/LSI-11 system. The predicted results were :
obtained by using the Phase I simulation techniques and the modified system
dynamics discussed above.
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Accuracy requirements are compared as in the second order case by examining
the dynamic responses, Figure 11 shows the predicted response of the F100
engine model perturbational afterburner pressure response (xg) and the
response obtained from the hardware implementation. Additional comparisons are
shown in Figs. 12 through 14. Figure 12 compares the small signal fan speed
response and Fig. 13 shows the small signal fan turbine inlet temperature
response. Figure l4 compares the compressor variable vane (u3) control The
agreement between the predicted and actual responses is good considering that
the voltage levels of the respornses on the analog computer were 100 mV and
less. There low levels were required to keep the maximum voltage levels in the
analog simulation below the 5 volt power supply limit of the computer. These
low voltage levels result in a lower signal to noise ratio at the outputs of
the A/D converters than would be possible with higher signal levels. This
noise represents measurement noise analogous to the n(t) term in the definition
of the system dynamics of Eq. 3. The optimal estimator gains calculated for
the fifth order system were predicted on a noise covariance of 0.01. The
actual noise present in the analog simulation was beyond the control of the
experiment and therefore the precalculated gains are not optimal for the analog
system noise levels. With this proviso, however, it can be concluded that the
agreement between the predicted responses and the actual responses is good.
This validates the conclusion that a 16 bit word is adequate for the fifth
order system and indicates that the accuracy prediction techniques developed in
Phase 1 are applicable.

Computational requirements as predicted by the Phase I techniques were 9.68
ms to perform the control and filter calculations. This time consisted of 8.23
ms for arithmetic calculation and 1.45 ms for input and output operations. The
computation time for the experiment was determined using a frequency counter.
The time required to execute the code was 14.45 ms and the input and output
operations required 1.32 ms. The total time between samples required by the
system was therefore 15.77 ms. The large discrepancy (15.77 ms vs 9.68 ms) is
due to the nature of the hardware multiply instruction. The Phase I estimate i
of the time required for a multiply was 40.5 ys. However, this figure was in
error. The actual time required in the LSI-11 for a hardware multiply ranges
from a low value of 37.0 us to a maximum of 68.0 us. The exact value for a
multiply depends on the value of the two numbers being multiplied. In addition, 1
the Phase I prediction did not account for the additional software required to
achieve a signed multiplication. This added software increases the multiply
time to 161 us on the LSI-11. Since there are 70 multipliers required per
sample interval the Phase I estimate was in error by 8.43 ms which is the
difference between the actual multiply time of 161 us and the Phase I time of
40.5 ys times the 70 multiplication required. Using the correct value of 161
us and applying the Phase 1 prediction techniques results in a total time of
16.6 ms. This figures compares well with the measured time of 15.77 ms.
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Table X summarizes the comparison between the predicted computation times 1
and those determined in the equipment. This table shows the originally predicted [
times which did not account for the additional multiply software and the values
predicted after the additional software was involved in the analysis. Table X
also shows the predicted and actual memory requirements for the fifth order
system.

Memory requirements as predicted using the Phase I methods were 304 16 bit
words of which 121 words would be RAM and 183 would be PROM. The actual LSI-l1
memory requirements are 422 words of which 109 words are RAM and 313 words are
PROM. The reduction in the number of RAM words required (109 compared to 121)
is a result of the efficient use of resisters for temporary storage. The
increase in PROM in the experiment (313 compared to 183) was due primarily to
the software required for implementing the signed multiply and divide operations
(46 words required) and the scaling routines necessary to interface with the
D/A converters (55 words).

Table X shows the memory requirements using the original prediction
techniques, updated prediction techniques and those actually required. The
original prediction values were updated to include the additional memory re-
quired to store the code for implementing the signed multiply and divide
routines (46 words) and the scaling software required (55 words) to interface
to the D/A converters. Both of these operations are in the category of program
code rather than storage required for the basic LQG structure. These additional
requirements result from the specific characteristics of the microprocessor
used. In general there is no effective way to predict the additional memory (or
computation time) without detailed consideration of the particular microprocessor.

In the Phase I effort it was concluded that the memory required to implement
LQG control on microprocessors was modest. Although the experiment summarized
above did reveal that additional memory is required, the increase is small and
the conclusion that memory requirements are not significant is unchanged. The
caution to be exercised in predicting requirements is that subtle characteristics
of the particular microprocessor selected for the application should be con-
sidered in arriving at detailed estimates.

In summary, the Phase I technique for analytically predicting word length
requirements agrees very well with the actual results of the validation. The
techniques for estimating computational requirements and memory, once updated to
account for particular microprocessor characteristics (i.e., multiply times for
signed operations) were found to produce good estimates for the actual requirements.
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F LIST OF SYMBOLS

3

3 . ..

: A Constant n x n matrix in linear system dynamic description

3

3 B Constant n x m matrix in linear system dynamic description

' c Constant p x n matrix in linear system dynamic description

r

E s . ..
D Constant p x m matrix in linear system dynamic description
E Constant { x n matrix in linear system dynamic description
e n x 1 error vector used to represent bias errors due to model

mismatched Kalman filter

F Constant n X n matrix used to describe optimal deterministic J
closed loop system dynamics

Fp Constant n x n matrix used to describe transformed optimal
closed loop system dynamics

f Nonlinear n x 1 vector function describing rate of change of system
state vector

G Constant m x n optimal deterministic closed loop feedback
; .. gain matrix
i

Gp Constant m x n optimal deterministic closed loop feedback

gain matrix for microprocessor implementation

g Nonlinear p x 1 vector function describing system output vector
i H Constant n x £ Kalman filter gain matrix
- Hp Constant n x f/ Kalman filter gain matrix for microprocessor
implementation

h Nonlinear { x 1 vector function describing measurement vector
1 Identity matrix

i General subscript

l J Performance index
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LIST OF SYMBOLS (Cont'd)

R Number of operating points used in linearizing nonlinear system

K 0 x £ compensator gain matrix for estimator with model mismatch
compensat ion

K¢ n x £ Kalman filter gain matrix for estimator with model mismatch
compensation

K Discrete time

L Dimension of system measurement vector z
m Dimension of system control vector u
n Dimension of system state vector x

P Dimension of system output vector y
Q Constant p x p matrix used in J

R Constant m x m matrix used in J

RAM Random access memory

PROM Programmable read only memory

T Constant n x n transformation matrix
U m x 1 control vector

u* m x 1 optimal control vector

W n x 1 transformed state vector

x n x 1 system state vector

y p x 1 system output vector

z £ x1 system measurement vector
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LIST OF SYMBOLS (Cont'd) 4
n 4 x 1 sensor noise vector
£ m x 1 process noise vector
k
9 Constant n x n closed loop system matrix
{ ¢p Constant n x n closed loop system matrix used in microprocessor
f implement ation
§ () Small signal (linearized) representation of variable
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PLPO Implementation - Standard Structure

TABLE I

COMPUTATIONAL REQUIREMENTS

Function Application Number of Operations

Filter n(n-1+57)
Addition

Control n(mtl)

. 2

Filter n +3ng¢
Multiplication

Control n(m+e)

Input m
Interface

Output L




cee e + RB0~944590-1

e Qg g M @ s etls G cWT W SO °

TABLE II

MEMORY REQUIREMENTS
PLPO Implementation

¢ oo o O O .

Sy

Memory Number of

Variable Type Locations
Past stateﬁ
estimate (x(t + At/t)) RAM n
Current state
estimate (x(t + At/t + At) RAM n
Measurement (z(t + At)) RAM 2
Control (u(t + At)) RAM m

, - 2
Control matrix G PROM Kn
Kalman matrix K. PROM Eng
Kalman matrix K_ PROM Kng

33
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TABLE V

SECOND-ORDER SYSTEM, CONTROL, AND FILTER MATRICES

Matrix Matrix Elements
A 0.0 1.0
~2.0 =4.0
¢ B 0.0
2.0
C 1.0 0.0
D 0
E 1.0 0.0
G -0.871 -0.207
HD 1.130
-0.360
J ° .873 .071
i - .265 .632
H
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b |
[} TABLE VI
COMPARISON OF PREDICTED AND ACTUAL COMPUTATION TIME AND MEMORY
Second Order System
Intel 8080 Microprocessor
\
.. Computation time - msec Memory Requirements - bytes
RAM PROM
Prediction 4,25 15 475
Actual 4.70 15 468
4
3
{
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TABLE VII

FIFTH-ORDER F100 ENGINE MODEL DYNAMICS

Engine Model Linearized at Sea-Level Static Military Operation

States Outputs Controls
Fan turbine inlet temperature Airflow Jet exhaust area
Main burner pressure Fan stability margin Fan inlet guide vanes
Fan speed Compressor stability margin Compressor variable vanes
Compressor speed Thrust Main burner fuel flow
Afterburner pressure High Turbine inlet temperature
Matrix Matrix Elements
-34.013 -9.303 12,037 -2.398 ~1.254
4.389 -38.762 4,221 28.480 14,729
A -4.755 2,287 -0.400 ~1.546 ~2.200
2.046 1.062 -0.729 ~2.150 ~-0.624
4.150 -8.814 -0.167 7.477 1.099
0.766 0.546 -0.813 17.095
0.056 1.341 7.737 8.641
B 0.156 -1.176 -0.416 2.034
-0.136 -0.024 -0.555 -0.378
-4.729 0.874 1.617 0.223
-0.042 0.063 0.013 ~0.054 1.404
1.045 0.092 -0.060 -0.028 -0.050
c 0.386 0.100 -0.217 0.170 -0.095
0.305 -0.326 -0.458 0.584 -0.538
-0.183 -0.564 0.394 -0.165 0.39%4
1.044 0.001 -0.013 0.002
-0.015 -0.003 -0.013 ~0.044
D -0.043 0.278 0.035 -0.155
-0.101 0.281 0.137 -0.041
0.073 0.047 -0.091 0.050
1.0 0 0 0
0 1.0 0 0
E 0 0 1.0 0
0 0 0 1.0
0 0 0 0
38
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TABLE VIII
APPROXIMATE FIFTH-ORDER F100 ENGINE MODEL DYNAMICS

A, B matrices represent approximations to those in Table VII

- which are required to allow EAI 1000 analog computer implementation
} Matrix Matrix Elements
| -34.013 -9.0  12.037  -2.2 0.0
3 4.4 -38.762 -4.221 28.480 14.729
A 4.4 2.287 0.0 -1.546 -2.200
2.046 1.062 -0.729 -2.2 -0.8
4.4 -9.0 0.0 7.477 0.8
0.0 0.0 0.0 17.095
0.0 1.2 7.737 8.641
‘ B 0.14 -1.2 -0.5 2.034
-0.14 0.0 -0.5 -0.378
-4,729 0.874 1.617 0.0

39
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TABLE IX

CONTROL AND FILTER MATRICES FOR FIFTH ORDER IMPLEMENTATION i

Matrices Used For Approximate Dynamic Description of Table VIII

Matrix Matrix Elements i
1.602 -1.183 2.224 0.148 5.53 3
G 0.012 3.074 -0.341 -0.903 ~0.223 ;
D ~2.942 -5.064 5.544 -2.222 8.148
~4.362 0.749 -0.652 -0.092 -0.811
0.153 047 .514 .061 .001
.084 .026 304 .093 .000
Hy .012 .007 . 087 .063 .000
.001 .001 .034 .077 .000
.002 .000 .007 -0.005 .000
-107 - .010 - 471 - .104 - .041
- .180 .107 .027 .057 .696
05 - .095 .026 .854 - .044 - .081
.033 .042 - .087 .899 - .062
- .008 - .085 - .093 .041 .650
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TABLE X
COMPARISON OF PREDICTED AND ACTUAL COMPUTATION TIMES AND MEMORY
) Fifth Order System

LSI 11/2 Microprocessor
Updated Prediction Accounts for Additional Multiply Software

Computation Time - msec Memory Requirements - Words
| RAM PROM
Original Prediction 9.68 121 183
Updated Prediction 16.6 121 284
Actual 15.77 109 313
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CONTROL CODE BLOCK DIAGRAM

( swr )

INITIALIZE

1 MATRIX/VECTOR
1 MULTIPLY 1
MM1 = HDZ

MATRIX/VECTOR
MULTIPLY 2
MM2 = @ &

VECTOR
. ADD
w(K+1) = MM2 + MM1

Bl W

)

STATE STORE
O = HK + 1)

MATRIX/VECTOR
MULTIPLY 3
MM3 = GDa
; 1
i
5 UPDATE INPUTS INTERRUPT SERVICE
ke ROUTINE

r——————————

4 - (1) TIMING CHECK
4 (2) READ IN MEASUREMENT

INTERRUPT
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2
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S Ana k.

BLOCK DIAGRAM FOR MATRIX/VECTOR MULTIPLICATION

p@X1)=M@XNv(IX1)

P“ = M“ Vl

(1) INITIALIZE
POINTER
(2) SET UP M“

SETUP v

CALL SOFTWARE
MULTIPLY SUBROUTINE
(OR HARDWARE
MULTIPLY INSTRUCTION)

STORE P'l

4

SET UP Mll

(1INSTIALIZE
POINTERS
(2) SET NUMBER
OF ROWS

SET NUMBER OF COLUMNS

UPDATE
POINTERS

10

=]
¥

ADD
INSTRUCTION
(P' =P+ Pll)

STORE p,

F = TIME TO EXECUTE BLOCK 3

Ty

?“= TIME TO EXECUTE BLOCK 10

T4y = TIME TO EXECUTE BLOCK 11

TIME TO EXECUTE BLOCKS 1 8
TIME TO EXECUTE BLOCKS 4 5 6
TIME TO EXECUTE BLOCKS & 7

FIG. 5

a2 = TIME TO EXECUTE BLOCKS @ 12 13

La3 = TIME TO EXECUTE BLOCK 14
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FIG. 6

BLOCK DIAGRAM FOR VECTOR ADDITION, STATE STORE AND INTERRUPT SERVICE

VECTOR ADDITION: C(q) = A(q) + B (q)

INITIALIZE
POINTERS

UPDATE
POINTERS

Ci=Ai+Bi

Vao = TIME TO EXECUTE BLOCK 1
Va1 = TIME TO EXECUTE BLOCK 2. 3
Vao = TIME TO EXECUTE BLOCK 4

INITIALIZE
STATE STORE: &(K) = Q(K + 1) POINTERS
2
Qi(K=4; K+
4

UPDATE
POINTERS

NO

YES Uyg = TIME TO EXECUTE BLOCK 1
Ug1 = TIME TO EXECUTE BLOCK 2, 3
Ugp = TIME TO EXECUTE BLOCK 4
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2
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(AD)

o 2 EENOVIEEED T L LSt L

......

INTERRUPT
OCCUR BEFORE
CONTROL CODE
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TIME TOO SMALL
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DA = TIME TO EXECUTE BLOCK 3
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COMPARISON OF PREDICTED AND ACTUAL SECOND ORDER OUTPUT RESPONSE

RESPONSE TO INITIAL CONDITION Xn=(0.5.05)
STANDARD STRUCTURE WITHIN CONTROLLER
t=0.1 sec. WORD LENGTH =8 BITS

— e e e == REAL TIME ANALOG SYSTEM/DIGITAL MICROPROCESSOR CONTROL
SIMULATED ANALOG SYSTEM/SIMULATED MICROPROCESSOR CONTROL

TIME-sec

80-4-55-1
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F100 ENGINE MODEL FAN TURBINE INLET TEMPERATURE RESPONSE

ORIGINAL A&B MATRIX vs MODIFIED A&B MATRIX
INITIAL CONDITION X =01
At =0.025 sec. WORD LENGTH = 16 BITS

ORIGINAL MATRIX RESPONSE. UNIVAC SIMULATION
= == = = MODIFIED MATRIX RESPONSE, UNIVAC SIMULATION

1.00

| |

0.75

0.50

X1 -volts

) |
!

0.25

L

|

| .

-0.25 ™ rrrrorrr L . ™rTr ™
0 0.5 1.0 1.5 2.0 2.5
TIME-sec

80-4-55-4




l

R80-344590-1

FIG. 9
FIFTH ORDER ENGINE ANALOG SIMULATION
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F100 ENGINE MODEL AFTER BURNER PRESSURE RESPONSE

ANALOG COMPUTER PROGRAM VERIFICATION
UNIVAC ZERO INPUT vs. ANALOG COMPUTER ZERO INPUT
INITIAL CONDITION X =01

1=0.025 sec. WORD LENGTH = 16 BITS

———— JNIVAC REPSONSE WITH ZERO INPUT

—— — — —  ANALOG COMPUTER RESPONSE WITH ZERO INPUT
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F100 ENGINE MODEL AFTER BURNER PRESSURE RESPONSE

UNIVAC SIMULATED RESPONSE vs. ANALOG COMPUTER RESPONSE
INITIAL CONDITIONS. X =01
t =0 025 sec. WORD LENGTH = 16 BITS

————— UNIVAC SIMULATED RESPONSE
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F100 ENGINE MODEL FAN SPEED RESPONSE

UNIVAC SIMULATED RESPONSE vs. ANALOG COMPUTER RESPONSE
INITIAL CONDITIONS: X=0.1
t=0.025 sec. WORD LENGTH = 16 BITS
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FIG. 13

F100 ENGINE MODEL FAN TURBINE INLET TEMPERATURE RESPONSE

UNIVAC SIMULATED RESPONSE vs ANALOG COMPUTER RESPONSE
INITITAL CONDITIONS. X=0.1

t=0.025 sec, WORD LENGTH = 16 BITS

b
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F100 ENGINE MODEL COMPRESSOR VARIABLE VANE PARAMETER

UNIVAC SIMULATED RESPONSE vs. ANALOG COMPUTER RESPONSE
INITIAL CONDITIONS. X =01
1=0.025 sec. WORD LENGTH = 16 BITS
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APPENDIX A

MICROPROCESSOR SURVEY

Characteristics of (1) microprocessors, (2) A/D and D/A converters, and
(3) hardware multipliers are presented in this Appendix. The characteristics
tabulated here were obtained from Electrical Design News (EDN) 1976-1978 as
well as from TRW product sheets. Microprocessor characteristics ~—- including
word length, internal registers, indexed addressing capabilities, and multiply
instruction capability =-- are listed in Table A-I. The A/D and D/A character-
istics -~ including word length, conversion time, and technology -- are shown
in Table A-11. Table A-I1I displays multiplier characteristics including word
length, multiply time, and technology.
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REPRESENTATIVE A/D AND D/A CONVERTERS

TABLE A-1I

Converter Manufacturer Model Word Length Conversion Technology
Type (bits) Time (usec)
TRW TDC1007J 8 35x10~3 Bipolar
TRW TDC1001J 8 400x10~3 Bipolar
TRW TDC1002J 8 1 Bipolar
Analog Devices | AD75705 8 40 CMOS
Datel ADC-MC88C 8 500 Bipolar
A/D Analog Devices | AD7570L 10 120 CMOS
Datel ADC-HX12B 12 20 Hybrid
Analog Devices | AD572BD 12 25 -
Micre Networks | ADC80 12 25 Hybrid
National
Semiconductor ADC1210 12 50 Hybrid
TRW TDC1016J 8 35x1073 Bipolar
Analog Devices | AD7523JN 8 100x10~3 ~———
Datel DAC-UP88 8 2 Bipolar
National
Semiconductor DAC0800 8 135 Bipolar
Datel DAC-088 8 150 Bipolar
D/A TRW TDC1017J 10 50x10~3 Bipolar
Analog Devices | AD7541KN 12 1 —_—
Datel DAC-HK12B 12 3 Hybrid
Harris
Semiconductor H1-5612 12 85 Bipolar
Harris
Semiconductor H1-562 12 200 Bipolar
Datel DAC~HA12B 12 500 Hybrid
Analog Devices | AD7531 12 500 Hybrid
sttt
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APPENDIX

PROJECT:
DATE: 17-AUG-79
VERSION: ©60.00

REVISION: 00.00

FUNCTIONAL DESCRIPTION: i
THIS PROGRAR CONTROLS A 2ND ;
ORDER SYSTEM, USING MODERN COMTROL

RETHODS. THE BASIC EQUATIONS FOLLOW

) = PHIDIY
Ket K

v L]
K Kel

1] * Gdsu
Kel Keg

Z * SYSTEM
K

HD * KALNAM

(] * PAST STATE ESTIMATE VECTOR

K
PHID ~ CLOSED

U‘ * NEXT STATE ESTIRATE VECTOR

*1

(-1 * CLOSED LOOP FEEDBACK GAIN RATRIX
v o SYSTER INPUT VECTOR

Kol

FOR THE SECOMD ORDER SYSTEM: A

1X1 VECTOR
2X1 MATRIX
X3 VECTOR
2X2 NATRIX
1X2 RATRIX
i1X1 VECTOR

REVISION HISTORY:

SYSTER EQUATES:

€L

tEv 2

EQU  SeoeM

Eou  S100M

€U S2een
B~1

B

KALRAN FILTER/COMTROLLER '

NICROPROCESSOR INPLEMENTATION OF MODERN C 1
PROGRMAR: J. KRODEL, DIGITAL COMPUTER LAB

+ HD22
K

REASURERENT VECTOR

FILTER GAIN MATRIX

LOOP SYSTER MATRIX

3 8 OF ELERENTS IN VECTOR
3 8 ROUS IN RATRIX

s DATA RATRIX START ADDR 81

3 PARTIAL MATRIX MPY START ADD
3 MATRIX WPY RESULT START ADDR

N .\uv#&ud;_'.udfd

FOe el IS oy

Fivew "o




SN SR . W

763
™
mn
91t
| L X}
81:
823
833
843
851
t {1
87
881

96!
91:
921
93:
941

961
971
981

1003
161t
102!
103
1043
105
1063
1071
1083
1093
1108
1113
1128
113t
114:
115:
1162
117
118:
1192
1201
121
1221
12
1242
1253
126
127
1281
1291
130
1313
j132:
133
t348
135
136!
137
138!
1391
1401
1411
1421
1408
1442
1452
1463
te4n
148
1491
150

3C3ID
3C3ap

4000

4008
4001

4004
4004

4009

400C
400C
4000

4010

4011
4011
4012
4013
4014
4017
4018
4019
4010
4018
401C

401D
401E
4021
4023
4026
4028
402
402

402F
4030

CIn4t

F3
310040

k0
110051
210050

FS§
0602
<€

o5
C21140
Fi

k]
c2ecq0
06e2

110052
210083

o)
nF

EQU
EQU
EQV

13 1]

EoQU
EQU
EoU

EQ

EQU
Eou

ORG
JAP

ORG

S$I00H
G400
SO0

S600n
ST001
S800

S8o0M
S3IoH
3CIDH
INTR

4000M

3
3 INITIALZATION

Ao o % e W W W W W B

TRT11

3
CoLny s

ROUNL ¢

5uaaxs

[
X1

mi
Lx1
Ll

XRA

SP, 4000H

PROGRAR START:

MULTIPLY MATRIX HD (KALMAN FILTER GAIN RATRIY) WITk
VECTOR Z (SYSTEN REASURERENT VECTOR).

WD 1$ 2 ROWS X 1 COL

Z 1S 1 MOM %3 COL

XX®
- -

Iigﬂ

L2 4-1-2J

e

W % v

- e

T N W Ve W e Vs TS PO TS U T W W GO % W B W Wm

8 OF ELERENTS IN VECTOR

8 ROMS IN MATRIX

DATA RATRIX START ADDR 82
PARTIAL BATRIX RPY START ADD
RATRIX APY RESULT START ADDR

8§ OF ELERENTS IN VECTOR

8 ROUS IN RATRIX

DATA RATRIX START ADDR 83
PARTIAL RATRIX MWPY START ADD
RATRIX APY RESULT START ADDR

OUTPUT VAR LOCATION
STRIP CHARY VAR LOCATION

SET UP INTERRUPT SERV ROUT.

DISABLE INTERRUPTS
SET UP STACK POINTER

ESTADLISH VECTOR SI12€
PARTIAL RATRIX RPY START ADD
DATA RATRIX START ADDR

START NEXT COLURN WPY, SAVE
ESTABLISH MATRIX ROV SIZE
GETY OPERAND 81

POINT TO OPERAND 82

APY THE ELEMENTS IN EACH ROV
SAVE B,C,H L L

GET OPERAND 82

8 BIT SIGNED

PREPARE TO STORE

SAVE PARTIAL RATRIX APY
ADJUST SAVE POINTER
RESTORE M & L

POINT TO NEXT OPERAND
RESTORE VECTOR COUNT (B)
RESTORE OPERAMD 81 (C)
:gLUIN ALL DOME *?

YES, RESTORE VECT SIZE
ALL MULTIPLIES COMPLETE °

NO

YES, SUR PARTIALS 70 COMPLEY
REESTABLISH MATRIX ROW SIZE
RATRIX MPY RESULTY START ADDR
PARTIAL RAT WNPY START ADDR

REINITIALIZE VECTOR €12€
CLEAR REG

TBIS PAGE IS BEST QUALITY PRACTICABLE
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1811
1523
153
1543
1§5:
1563
1573
1582
1591
160
1611
1623
1631
3 164

165:
F 1661

1713
1721

195:
196!
1972
1982
199:
200!
3 2011
2021

2041
2051
2061
207:
208:
2091
2103
. 211
‘ 2121
1

——————

213
2143
2151
2163
a1
21,
219
22601
2211
t 1]
2233
2248
225

Ti; S yo T

'y l’ N e b . .
iﬂwtw’!l"”LugJJhbmm)

4031
4032
4034

4036
4036
4037
4038
4039

. 403C

403D
403E
aazE
4042
4043
4044
4047
4049
4044
4043
404D
404E
404F

4052
4054
4057

405A
4054
4053
405D
40SE

40SF
405F
4060
4061
4062
4065
4066
4067
4068
4069
406A

4063
406C
406F
4070
4071

4074
4076
4079

407C
407C

407F
4080
4082

4084
4084
4085
4086

L. -~

k02
110054
210083

1E02

PUSH D 3 OBDTAIN POINTER OFFSET In DAE
vl .0 3 CLEAR UPPER PORTION OF DOE
vl E.N51 s SET OFFSEY, RATRIX ROV SIZE
3
SURD Yt
ADD n 3 A e A e+NnL
DAD D s HL = HL + DE (DE » OFFSET)
DCR c 3 ALL TERRS SURRED ?
JNZ Sund1 3 NO
POP ] 3 YES, RESTORE RESULT ADDR
STAX D 3 STORE RESULT
DCR ] 3 RATRIX RPY CONPLEYE 7
Jz DONEL s YES
INX D 3 NO, POINT TO MEXT RESULY ADD
PUSH D 3 ADJUST TERR POINTER TO LAST
LxI H,PRAAL 3 GET BASE ADDR
1 A, RS) 3 GET BATRIX ROW S12€
SuUs ]
nov €, 3 GET OFFSET
w1 b.o 3 CLEAR UPPER PORTION OF DE
DAD ] 3 HL » PARA ¢+ VS - REG B
POP D
Jne SURAL
3
DONE s
3
3
3 RULTIPLY MATRIX PHID (CLOSED LOOP SYSTEM MATRIX) Wl
3 VECTOR ¥ (PAST STATE VECTOR).
3 PMID 1S 2 ROUS X 2 COLS
3 ¥V 1S 2 ROUS X 1 COL
! w1 A, V52 3 ESTABLISH VECTOR SI2E
txl D, PARAR 3 PARTIAL RATRIX MPY START ADD
LxlI M, DRA2 3 DATA MATRIX START ADDR
3
CcOLM2s
PUSH PSY 3 START NEXT COLUMN MPY, SAUVE
[ B. RS2 3 ESTABLISH MATRIX ROV SIZE
noVv C,n 3 GET OPERAND 81
INX M 3 POINT TO OPERAND 82
3
ROUNZ:
PUSH B 3 NPY THE ELEMENTS IM EACH ROV
PUSH W 3 SAVE B,C,H & L
noV WM 3 GET OPERAND 82
CALL MmuLY s 8 BDIT SIGNED
fOV AN 3 PREPARE TO STORE
STax D 3 SAVE PARTIAL MATRIX WPY
INX D 3 ADJUST SAVE POINTER
POP M 3 RESTORE W o L
INX M 3 POINT TO MEXT OPERAND
POP [ ] 3 RESTORE VECTOR COUNT (D)
3 RESTORE OPERAND 81 (C)
DCR | | s COLUMNM ALL DONE
JNZ  ROUN2 3 NO
POP PSSV 3 YES, RESTORE VECT SIZE
DCR A 3 ALL MULTIPLIES COMPLETE *
JNZ  CcOLN2 3 NO
3 YES, SUR PARTIALS TO COMPLET
il B,NS2 s REESTABLISH MATRIX ROV SIZE
Lxl D.AnRA2 3 BATRIX RPY RESULT START ADODFR
Lx1 H,PARA2 3 PARTIAL BAT APY START ADDR
‘Uﬂh&c
LT3 c,vs2 s REINITIALIZE VECTOR SIZE
XRA a 3 CLEAR REG A
PUSH D 3 ODTAIN POINTER OFFSET IN DAE
L] D.® 3 CLEAR UPPER PORTION OF DAE
w1 €,ns2 3 SET OFFSET, MATRIX ROV SICE
3
SUNB2:
AD N s A= A e ML
DD ] 3 ML = ML ¢ DE (DE » OFFSET)
DCR c 3 ALL TERRS SUMMED ?
B-3

T E

C ey
PR vV N V)




226! 4687 [1: L1 ] JNZ SUNB2 ) NO
2273 080 D1 fOP O s YES, RESTORE RESULT ADDR
228 4080 12 $TAX O 3 STORE RESULY
2297 408C oS beR B 3 BATRIX APY CONPLETE ?
23601 408D Cane4e Jz dONE2 ) VES
2313 4090 13 it B 3 NO, POINT TO MEXT RESULT ADD
232 4091 bs PusSH O 3 ADJUST TERM POINTER TO LAST
23 4092 210054 Lx1 H,PRAAR 3 GET BASE ADDR
234: 4095 JEe2 L2 A RS2 s GET RATRIX ROM $126
235! 4097 Se SuB B
236 4098 SF fov E.0 3 GET OFFSEY
237 4099 1600 Wi B,¢ 3 CLEAR UPPER PORTION OF DE
238 4098 19 DAD D 3 WL = PARA ¢+ VS ~ REG B
239: 409C D1 rOP D
2401 4090 C3I7C40 JRP SURAZ
241 3
242 3
g::t 3 DO VECTOR ADDS TO CONPUTE W(K+3) I.E.
' 3
g::l 3 U(Keldl o PHIDBU(K)IL ¢ HDS2(K)E
' . . .
2471 : . . .
2481t 3 . . .
g;:! 3 WIKe1)IN » PHNIDBSU(KIN ¢+ HDERZ2(K)IN
]
: 2511 : .
b 252:  40n0 ponE2: !
2533 4000 210056 X1 [ x] 3 GET U(Ke1) STORAGE AREA ADDR :
2541  40A3 €S PUSH W 3 TERP SAvE I
258 4004 210052 Ll H,ARAY 3 OBTAIN NDXZ RESULT START A ;
256  40A7 110055 LXI  D,AMRAZ ; OBTAIN PMIDIW RESULT START A !
257 40AA 0602 nl »,V83 3 OBTAIN & OF TERAS TO ADD
258 400C oEe1 i C,ns3 3 OBTAIN OFFSET TO STORE Sums ]
259 40AE OC M C
260! 3
261t  40aF ADDNXT?
262! 40AF WF XA A 3 CLEAR A REG
263! 4000 86 ADD L] s GET QD32 YERM
264! 4081 ES ACHG
26S! 4002 86 ado ] s ADD PHIDEY TERR
2661 4083 ” $TC 3 SEY C -0
267t  40Be  ¥F CNnC ‘
268! 40385 1?7 L 18 3 ADJUST FOR 2.0 SCALING i
269! 4006 DacC44q0 JC NEC 3 NEG OR POS ?
27e: 089 B7 ORA A s SET COMDITION CODE
a1 4087 F2bF 40 Jr NOFLO 3 POSITIVE, ANY OVERFLOM ?
g:l'g' 400D FEF oRl gl ] 3 YES, FORCE TO LARGESY 8
3 3
274t 40PF NOFLO?
275 403F €6 ANl MW 3 FORCE TO POSITIVE ¢
2761 40C1 CIC640 JP $Calt
a?n 3
2783 40C4 NEG:
2::: 40CA  F6BO oRl 3 3 FORCE VO MEGATIVE 8
H
281 40C6 %CQLU
2823 406 E) XTHL 3 GET STORAGE ADDRESS
283 40C7? ? ROV R,A 3 STORE Sum
284 40C8 OS5 pcR B 3 CHECK IF ALL TERRS ADDED
2851 40C9 CADG4O JZ DONE 4
286! 40CC ks ROV AL 3 ADJUST STORAGE ADDRESS
287: 40C0 81 ADD C
L 288: 40CE L4 NoV  L,a
! 2891 40CF €2 XTHL 3 RESTORE POINTERS
: 290 4000 (1] RCHG
2911 4001 23 U [ 3 POINY TO NEXT GDS2 TERAM
: 2921 4002 13 i D 3 POINT TO MEXT PHIDEM TERM
. g:zl 4903 CiaFae JRP  ADDNXY ) ADD MEXT TERNS
]
295! )
::gl 3 UPDATE W(K) VITHM MEULY CALCULATED V(Kei)
' '
2983
2991 4006 ‘Ollﬂ
00 4006 €1 POP N 3 RESTORE S$TACK
It SR ) - s
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3011 40D? 2802
302: 4009 €S
kX1 40DA 210056
J04: 40DD o0
308 40DF oC
06 40€0 110083
307 40E3 0502
08 40€6 o4
J09:

30 406

3181 40E6 7€
312 407 12
M 40€8 [
3141 40€9 20
315 40EA CAF740
316 40ED €3
37 40€E K
18 40EF | 39
319 40F0  6F
320 40F 3 »
3211 4O0F2 | 1]
3228 40F ) SF
2N 40F 4 CIEGee
324

Jes:

326

27

328!

329

330!

331 40F 7

332! 40F 7 (31
33 40F g k_{ T
334: 40Fn 110057
33%: 40FD 210066
336

337 4100

338 4100 ¢S
339 4101 0601
3400 410) 4E
3Jan 4104 23
J4e2:

&N 4105

ELY R 4105 cs
3451 43106 S
346! 4107

347 4108 CD4F 4l
348! 4100 C
3491 410C 1e
se 410D 13
351 430 E1
T3 430F 23
N 41t¢ Ct
IS4

IS 4111

356: 4112 C20S4l
IS 4118  F1
358: 4116 El
388 4117 C20041
6.

361 118 0601
362! 411¢ 110058
N 411F 210087
641

365 a322

66 4122 oE82
7 4124 N
368 4125 S
36891 4126 1600
I “u2n 1801
I

72 4120

7N 412A 6
3724 LY ] 19
376 412C oD

3
STRNXT:

GD
v

DONES ¢

e T T W Be B e

]
COLNI:

3
ROWN3:

SUNAd

3
SURDI:

Jhe

18 1

(12
XRA
PusSH
w1
i

ADD
dad
bR

i eme e TTO4ALE
THIS PAGE I3 BLUT Gl rasvlicsoli

AP . |
FRUM Cur £ £ Jawisnme v opb

. ® .

HEE
[~ «
>

..

[ ] L -2:0.:F & 4

W % Be G0 W W

GEY & OF TERRS YO STORE
TERP SavE

GEY viKel) SYOREAGE AREA ADD
GEY OFFSEY OF W(Ke+1)

GEY UIK) STORAGE AREA ADDR
GEY OFFSET OF W(K)

GEY W(Ke3)

STORE INTO OLD W(K?

GEY & OF TERNS RERAINING TO
ANY LEFT 7

NO

YES, RESTORE POINTER
ADJUST FOR MEXT Y(Kel)

ADJUST FOR NEXT W(K)

RULTIPLY MATRIX GD (CLOSED LOOP FEEDBACK BATRIX) Wl

VECTOR ¥ (NEXT STATE VECTOR).

ROV X 2 COLS
1S 2 ROWS X ¢ COL

H

A,US3
D.PARA3
“' D“J

B, N8I

”

- .:x’o?!.::.
zr>a
-

>N
wo

€
(%

COLN)

3,RS83
D.AARA3
N, PANAD

- e na e

o W o

WO B Ve W Ys W Ve VS Y Be Be By W Te w o Be W W e

- 0w W w

RESTORE STACK

ESTABLISH UVECTOR SIZE
PARTIAL MATRIX MPY START ADD
DATA MATRIX START ADDR

START NEXT COLUMN MWPY, SAUE
ESTABLISH MATRIX ROW S12€
GEY OPERAND 31

POINT TO OPERAND S2

PPV THE ELEMENTS 1IN EACH ROy
s L

PREPARE TO STORE

SAVE PARTIAL RATRIX APY
ADJUST SAVE POINTER
RESTORE ® & L

POINT YO NEXT OPERAND
RESTORE VECTOR COUMT (D)
RESTORE OPERAND 8i (C)
COLUMN ALL DONE ?

"
YES, RESTORE VECT S12¢
ALL MULTIPLIES COMPLETE ?

“o

YES, SUR PARTIALS TO COMPLET
REESTADLISH MATRIX ROV S]I2E
RATRIX APY RESULT START ADDR
PARTIAL RAT APy STARTY ADDR

REINITIALIZE VECTOR SIZE
CLEAR REC A

OBTAIN POINTER OFFSET IN DAE
CLEAR UPPER PORTION OF D&E
SET OFFSEY, MATRIX ROU SICE

A > A M
ML » HL ¢ DE (DE ~» OFFSET)
ALL TERRS SURRED ?

¥ PPN




3761 4120 C22a41 INZ SUnI 3 NO
3772 4130 -]} ,oP ] 3 YES, RESTORE RESULY ADDR
| 3781 4131 12 $Tax D 3 STORE RESULTY
X 3?9 4132 0§ pem | J 3 BATRIX WPY COMPLETE ?
] 38e: 4133 CA464) J2 DONED s YES
3 381: 4136 13 INX D 3 NO, POINT TO MEXT RESULT ADD
g2 4137 DS PUSH D 3 ADJUST TERR POINMTER TO LAST
383 4138 210087 Lxl H,PRARAD 3 GET BASE ADDR
384: 4130 €01 w1 A,RS3 3 GEY RATRIX SI2€
38S: 413D 1] Sus »
ki [ ¥ 413€ SF AoV E.n 3 GET OFFSEY
387: 413F 1600 w1 D.e 3 CLEAR UPPER PORTION OF DE
388! 4141 19 DaD ] 3 AL = PARA + US - REG B
389: 4142 D1 PoOP D
390 4143 ca2aq JRP SUMA3
3913 3
k1 T3] 4146 DOMNE I
9N 4146 37 STC 3 SET CARRY » @
3943 4147 F CRC 3 CHMECK FOR INTERRUPT CORPLETI
;951 4148 FD El 3 MEEDED FOR 1ST PaSS OMLY
96
9N 4149 hmrn
398: 4149 D24943 JNC UAITLP 3 UAIT FOR INTERRUPTY
399: 414C CI0440 Jne STRT) 3 INTERRUPT SERVICED
400 3 CALCULATE NEXT OUTPUT
401
4:2‘ : SUBROUTINE ‘MULT‘’ --- 8 BIT SIGMED RULTIPLY
403!
404 : HL « HIC
405 1
406! ) INPUTS: C - MULTIPLICAND 8 BIT SIGNED
::g' 3 M - MULTIPLIER 8 BIT SIGNED
' H
409: 3 OUTPUTS: Mal - PRODUCT 16 PIT SIGNED
410! 3
4118 ] DESTROVYS: A,8,C, M, L
4121 3
413 414F RULT
4142 414F 7 MOV AM 3 CHECK SIGN OF MULTIPLIER (M)
415: 415¢ | x4 oRA A
4168 4151 FR6E4e JP AULMP 3 M 15 POSITIVE
4172 4154 eF CRA 3 MULTIPLIER (M) 1S NEGATIVE
418: 415S c INR A 3 TAKE 2°'S CONPLINENT
4191 4156 [ 34 ROV H,A 3
4201 4187 79 nOV  A,C 3 CHECK SIGN OF RULTIPLICAND
4213 4158 | X4 ORA ]
422t 4159 Fae3say JP nLOS 3 INPUTS MAVE OPPOSITE SIGNS
423 41SC aF CRa 3 MULTIPLICAND (C) IS
4241 415D 3c INR [ ) TAKE 2°’S COMPLIMENT
4251 41SE oF NV C,.n s
426! 3
4271 415F MULSS:
428: 415F CD7941 CALL ImuL 3 SAME SIGN, MULTIPLY AND RETU
429! 4162 [ ) RET
430: 3
4311 4163 MILOS :
4321 4163 CD7941 CAaLL ImuL 3 H & C HAVE OPPOSITE SIGNS
1 433: 4166 28 DeX ] 3 YAKE 2°'S COMPLIRENT OF PRODU
‘ 4341 4167 K4 ] nov nL
4351 4168 aF CRA :
: 436: 4169 6F noV L.A 3 2°S CORP OF L
A 437 4168 7 ROV AN ?
3 438! 4160 &F [, ]
‘ 439 416C 67 ROV L] 3 2°S COMRP OF M
:4.' 416D c® RET 3 RETURN WITM FINAL RESULT IN
41
4428 416€ ,ﬂlluﬁt
443t 416E 79 mOU  A,C s W (MULTIPLIER) 1S POSITIVE
4448 41 6F »”? ORA ) 3 CMECK SIGN OF MULTIPLICAND
445 4170 FaSFaey JP MULSS
446! 4173 oF cha s PULTIPLICAND (C) 18 NEGATIVE
4471 4174 E [ INR [ ) TAKE 2°S CORPLINENT
448 4175 4F AoV C.h
4;:1 4176 €631 Jne nULOS 3 DO OPPOSITE SIGN MULTIPLY
450! 3

7R
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Gl e o=

4511

4831
4541
4552
456+
48N
458
459
460!
461
462!

4643

4638

S R PP+

4179
4179
M9
417C

417€
L 2%, 3
417
4182

4183
4183
4184
4187
4188

4189

419

0600
ke

29
D2sa4s
(]

k]
CR7E4al
29
co

H
3 BUBROUTINE “‘IMUL’ --- 8 BIT UNSIGNED FRACTIOMAL
s
3 10PUTSs € - AULTIPLICAND 8 BIT UNSIGNED
3 N - MLTIPLIER 8 BIT UNSIGHED
3
3 OUTPUTS: HL - PRODUCT 16 BIT UNSIGNED
L
) DESTROVS: A,B, M, L
]
ML
(2 | 3 CLEAR FOR FOLLOVING ‘DaD’ IN
ROV L.B 3 CLEAR BOTTOM MALF OF ML
w3 "8 s INITIALIZE LOOP COUNTER
3
InULL:
DAD [} 3 SHIFT RESULT
JNC muL2 3 IF RSB SET, ADD MULTIPLICAND
DD L 3 NL = HL ¢+ BC
imus
DCR [ DECREMENT & TEST LOOP COUNTE
JNZ INUL1L
r‘g L} 3 ADJUST FOR FRACTIONAL MPY

SIS %0 U5 W5 W0 e W T W Go 6 S5 U Gr 0 B0 Ws W6 Be Te W o W W e Lo o Us W W W W W

3
H
H

INTERRUPT SERVICE ROUTINE
FUNCTIONAL DESCRIPTION:

THIS ROUTINE IS ENTERED UMEN THE CLOCK (DELTA T)
GOES OFF. DELTA T 15 A SQUARE UAVE CLOCK INPUT
FROM A FUNCTION GEMERATOR. MENCE 1T 1§ PRESETTABL
IT PROVIDES!:

&) & DELYA T TIRE STEP
D) A REANS OF INDICATING END OF COMUERSION FOR

A2D MAX CONVERSION TIRE IS .05 MS. MEMCE DELTA T
BE SET NIGNER

THE ROUTINE READS IN A 12 BIT A2D INPUT 2(K), UHICH
TRUNCATES THE LEAST SIGMIFICANT 4 BITS SINCE ONLYS
BITS ARE NEEDED.

THE ROUTINE ALSO OUTPUTS U(K) TO THE ANALOG SYSTEM
MEANS OF A D2A. THE D2A 1S 8 BIT RERORY RAP 10.
2 OUTPUTS ARE PROVIDED: 1 TO TME SYSTEAM

1 TO A STRIP CHART RECORE

IN ADDITION, A CMECK 35 DOME TO SEE IF THE
INTERRUPT OCCURRED DURING CONTROL CODE
CALCULATIONS, UMICH COULD RESULT IM
INACCURATE CONTROL COMRANDS. If TMIS
ERROR OCCURS, THEN PGA CONTROL 1$

PASSED TO THE MONITOR.

NTR:

oI s DISABLE INTERRUPTS
PUSH PSY ) SAVE A
PUSH N 3 SAVE ML
CHECK 1f CONTROL CODE COMPLETED
ISP 3 CHECK IF CONTROL CODE COMPLE
Inx  SP 3 FIND RET ADDR FROR INTERRUPT
o sp
N P
Lx1 M,UMITLP ; GET UAIT LOOP WI ADDR
XTHL GET INTERR RET NI ADDR
sus ARE THEY EQUAL 7

s
N ’

JNZ ERR1 9 MO, INDICATE ERR, STOP PGR

nov 3 GEY INTERR RET LO ADDR

i




T e Y

S26: 4194 E3 XTHL s GET UAIT LOOP LO ADBR
$27: 4190 9% U L 3 MRE THEY EQUAL ?
S$28: 419C C2Da41 JNZ  ERR3 s MO, INDICATE ERR, STOP PGR
$291  419F 3B DCx  SP 3 VES, CONTROL CODE WAS COMPLE
$30: 4180 N bCx  sP 5 RESTORE STACK PNTR TO NORMAL
$31:  41A1 3B pCx  SP
$32: 4142 3B pcx P ;
§33s s 3
9 $341 3 READ A/D
$3S: s
$36: 41A3 3ES2 nI  A,82H 3 SET A/D READ CHANMEL
$37: 4108 DIE? ouT  eE™ 3 ARPLIFIER INPUY
$38:  41A7 DBES m OESH 5 READ LOV BYTE
S39:  41A9 OF RRC 3 ADJUST FOR 4 BIT THROUAWAY
540t 41AN  OF RRC
Sa1:  41AD  OF RRC
S42t  41aC  OF R/RC
$43:  41AD EGOF NI OFH s PRESERVE LOW MIBDLE
$441  4INF  GF oV L.A 3 TERP SAVE
S4S5: 4100 DBES N OE 4N 3 READ WIGH DVTE
S46: 4132 OF ARC s ADJUST FOR HIGH NIBBLE
547 4103  OF RRC
(11} 4104 oF RRC
49t 4105 OF RRC
$50: 4106 E6Fe Nl oFeM 3 PRESERVE WIGH NIBBLE
SSi: 4108 S oRA L 3 RERGE TO FORM 8 BIT 1NPUY
$52: 4109 210050 LXI  M,DMaA1 s STORE INPUT IN MATRIX DATA A E
$53:  418C 77 nov  N,A
$54: s
131 s 1
$56: 3 OUTPUT DA (U)
§871 3 RMEMORY RAPPED 1,0 :
5581 3
SS9 3
S601 413D 210088 LXI  W,U0uT 3 OUTPUT U
561 41CO 7€ novV AR 1
621 41C1  2100F7 LXI W, OF700M v
$63: 41C4 77 noV  N.A
$641  41CS 210083 LXI  W,STRIPC ; OUTPUT REMORY LOC TO STRIP C
; S65: 41C8 7€ fOV AN
, 566: 41C9 2101F7 LXI N, 0F 7014
' S$67: 41CC 77 nov N.A
i $68: 416D €1 PP M '
: $69:1 41CE  F1 POP  PSY
i §70:  4I1CF 7 $TC s INDICATE INTERRUPT COMPLETE
: $71:1 4100  FB €1
; :;gn 4101 C9 RET 3 EMABLE INTERRUPTS & RETURN ]
] 3 ]
i :;;n s CONTROL CODE NOT COMPLETED, ERROR
4
§76t  41D2 tnmy
:;;: 4102 cf RST 1 3 BRAMCH TO MOMITOR IMMEDIATLY
e 3
$79: 3
:::- 3 DATA RATRIX STORAGE AREA
' 3
§ 5821 3 THE FOLLOVING DATA IS FOR THE 2ND ORDER SYSTER
5831 3 ALL 8°S ARE REPRESENTED AS FRACTIONS UMERE:
5841 3 *8 » FRAC.8120+0.§
g:i: 3 <8 © 2’S CONP OF (-FRAC.Z128+0.5) ;
3
:::! 3 :llllllllllltlllllll!llll!llllltlltlll!lltlll:
' ]
:::x 3 s MOTE: GAINS BELOV ARE FOR T = 0.1 SEC :
[] s s
::;' F] S2S8835283833828282R288ERSEESEEEEE2RER2288280S
1)
$93: 7 2 - INPUY VECTOR FROM ARD
S941 3 WD - RMATRIX
$9S: 3
$96: 3 MD ¢ .113  .057 UNEN SCALED OM 2.0
$971 s .03 - -.019
$98: ’

e TEAGTEQRRGS
. AR ) HA ,'J'C B -

:
boed  bed At
L Ot

G B i ap AR SRRt S

2 y . - - R —

s e e




L e e e el AT Rl bt e AT AR AT AN ki 2 S A oo

‘- ]
1
6011 3 NOTE: MD(3) & MHD(2) MAVE !EEN CORPLINENTED
::au 3 DUE TO IMVERTED INPU
k1] 3
6041 5000 00 1 N 3 T(K) VECTOR a/D INPUT 81
605t $0014 8 »”» OF O s MWD MATRIX ROUI COL1
6‘:-6’: s002 16 »”» 1M 3 D BATRIX ROM2 COL1
! 3
608 3
609 3 W(K) - PAST STATE VECTOR
:u: 3 PHID -~ CLOSED LOOP SYSTER RATRIX
113 3
6121 3 PHID o .87264 .07127 = .43632 .03663
6138 s -.86524 .83205 - -.313262 .31602
:l;s s UMEN SCALED ON 2.0
182 N
616! 5300 ORG  SI00M
617 s$300 4 | 2] 40H 3 UIK) PAST STATE 81 IMIT .5
618! $301 38 ] ] k1 ] 3 PHID RMATRIX ROW1 COL1
619 5202 FoO '] ] OF O 3 PHID MATRIX ROM2 COL1
620 $303 40 | 1] 40M 3 WIK) PAST STATE 82 INIT .S
621! 5304 [ 4] [ 1] [ 3 PHID RATRIX ROUL COL2
:ggt 306 2t 1) L ) 3 PHID MATRIX ROW2 COL2
L
6241 :
625 3 UiKe1) - PRESENY STATE VECTOR
g_‘" 3 GD = CONTROL GAIM RATRIX
' ]
628 3 GD » -1.742 ~.41412 + -.871 -.20706
g:: 3 UMEN SCALED ON 2.0
6311 $600 ! ORG S6OOH
6321 5600 o0 DB oM 3 U(Ke1) PRESENT STATE 81
633 §601 o2 0s oM 3 GD RATRIX ROVW1I COL}
6341 602 O bs o™ 3 UiKe1) PRESENT STATE 82
:gzl 603 E¢ b» [ (] s GD MATRIX ROUI COL2
' 3
6371 3
638! END
639! NO PROGRAN ERRORS
i 640!
6411
6421 SYABOL TABLE
It 643
i 644: 3 O3
64S:
646 A 0007 ADDNX  4OAF [ ] 0000 [ 0001
647t COLN1 400C coLN2 405a COLNY 4100 ® 0002
648: DAA1 5000 DRAZ2 SJ00 PRAl 5660 DOMEL 4052
649t DONE2 40a0 DOMNEI 4146 DONE4 40D6 DOMES 4OF7
650: E 0003 ERRY 4102 M 0004 WL 179
6S1: IMULY 417€ InuL2 4183 INTR 4189 L 0005
652: N 0006 ARRAs  S5200 MRRA2 5500 MRA3 5800
653: ms1 0002 As2 0002 ns3 0001 MULNP  416E
6541 RMULOS 416) MULSS 41S§F MULT  414F NEG 40C4
655t NOFLO 40DF PRARAL 5100 PARAR  §400 PRRA3 5700
656: PSSy 0006 ROUNE 4011 ROUNZ  40SF ROUN3 4105
6571 SCALL 40Cé P 0006 STRIFP $300 STRNX 40E6
658: STRTY 4004 SUAAL  402C SURA2 407°C SURA] 4122
659: SUMNBL 4036 SUNBE 4004 SUMBY Ji2A uoutY  Ssee
g‘l vss 0001 vss 0002 Vel 0002 UAITL 4149
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APPENDIX C

LSI~11 SOFTWARE FOR LQG CONTROLLER
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RESPECT TO °*MODE® OFERATION. THE 3 MODES ON THE
ANALOG COMPUTER ARE?
I.Co (INITIAL CONDITIONS)
OF (OFERATE)
HLD  (HOLD)
THE OVERLOAD CONDITION WILL ALSO BE HANDLED.
WHEN IN I.C., MODE THE FROGRAM DECIFHERS THIS MODE,
AND RESETS THE INTERNAL CLOCK AND AWAITS FOR THE :
OFERATE MODE. ONCE IN DPERATE MOLE, THE PROGHAN 1
ALLOWS THE CLOCKN TO RUN FREE AND CONTROL OF SIMULATION 3

BEGINS.

T T T R T L T e L 1 [ L T LRI TS

IF THE HOLD MODE IS ENTEREL» THE CLOCK IS IMMEDIATELY
HALTELs AND THE FROGFAM CaAn RE SET TO BREAKFOINT UNDER
ODT TO EXAMINE THE FRESENT STATUS OF THE LSI-11
CONTROLLER, LIKEWISE, ANY INFORMATION OF THE
SIMULATOR CAN BE ORTAINED VIA THE ANALCO COMPUTERS
DIGITAL KEY FAD. WHEN THE OFERATC MODE IS LATER
ENTERED THE CLOCK STARTS AGAIN AT FRECISELY THE

FOINT 1T WAS STOFFED.

THE ANALOG COMFUTER HAS THE CAFARILITY OF GOINC

INTO THE HOLD STATE WHEN ANY AMFLIFIER [S GUERLGADED.
IF THE _SYSTEM BECOMES OVERLOALED THEN AGAIN_

THE INTERNAL CLOCK IS HALTEDY AND LILEWISE THE
FROGRAM CAN BE HALTEDN UNDER ODT CONTRGL.

NOTE: FOR CORRECT OFERATION OF THIS CODEs» FATCHES
MUST FE MADE TO THE ANALOG COUMFUTER. EBELOW ARE
LISTED THE NECESSARY FATLREE.

UFF = UNIVERSAL FATCH FANEL

HIO = HYRRID 1/0 FATCH PANEL

IFF = DIGITAL FATCH FANEL
E UFF.OVUL - UFF.HOLLD kGLLOWS HOLD STATE WwHEN OVERLOAD OCCURS
3 DFP.CLKE - HIOJRGSTA XINTERRUFT FOR I/0 UFDATE
1 UFF.ABAR - HIO.LSI-11 DIGITAL INFUT 1 kALLOWS CODE TO OETECT....

FF.A HIO.LSI-11 DIGITAL INFUT G %....ANALOG COMPUTER MODE.
NOTE: CLK BUS DODES NOT WORK UNLESS IN OFERATE MODE.
ABAR A ! ANALDG COMPUTER MODE

- ——————————— —

O O ! BON'T CARE

0 1) 1., €, MOLE
1 0 ! OFERATE MOIE
1 1 @ HOLD MODE

T R T D T TR T T T T T T T T R L P T L™

EXTERNAL GLOBLS
+GLOBL HEBRKFT 3 SYSTEM IN HOLLD ODT RREAK FOINT

H j
7 | EQUATES
l 4
3 DIOCSK = 170000 i LSI-11 DIGITAL INFUT/OUTFUT STATUS REo
DIOIN = 170004 i L&I-11 DIGITAL INFUT REG
‘ TINFSW = 340 i CLOCK INTERRUFT FSW
g DAOUTO = 176750 i /A QUTFUT RZIG
DAOUTL = 1764752 i I/A OUTFUT RED
DAQUT2 = 174754 i /A QUTFUT REG
DAGUT3 = 176756 i I/A OUTFUT REG
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i DHECH FGR ALDITION OVERFLOW
' [EL RO i THIS COLUML é4oi DOND ¢
3 g FOWNI ¢ NO e
= TEL COLENT §OALL MULTIFLIED COHPLE ™ ]
i ENE COLN: i N
§OMLLTITLY ¥ FHIL (CLOSEL LODF SYSTER ®27Fist wi
; R W (FAST STATE VECTCR..
i opAIL IS iLox S COLS
: W I3 JEox 1 COL
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$hRARIIF

by s

PR

Mo, i £3 S
Fo iOIN
_ rd. +oGt
Wil
b DN imilttek4 3y BE
1 JEF Elemut 7T i
3 .3
3 iSiAur
. ’ ..
§ e R4y RZY4 v Sum CORACZZ:DVLING TEhnd
§ P OTHELL FOR ADDITION OVER: LOW
3 i THIS COLUMN ALc LONE * i
+oaf
’ ¢oAaLL MULTIF Tes LopE D70 1
i OND |
] 4
s Do CoTOE Al TOODORRUTE Wotl0 QGE :
PooWertIol o7 RRIvkk ol b R0
i ! ¢ : ¢
3 L] [ . .
3 ’ * + +
! Poogtnelile = PHIDRW EON ¢+ HINZ Rin

Op.s Temme
- e gnce
)
el
b )
™
«
€
-
~4
ha
~
r:

Ral
PUC o B
-

e
s B ‘ o
LN ' e
-
1
4
A
oo . i
C=-5 . . l
N 1
!

-
T

p T ‘ A vl M 0 KB B E B UKo -t e ¢ o




MOY $VS3,COLONT $ GET # OF TERMS TD wlib
MY $IMA2FO } WiE) STORAGE AREA ADDV
.
AN T
MO (R21+sR4 i GET TERM 1
MOy (R3)1++R5 i GET TEKM 7
400 REy R4 i DO SIGNED ALl
BV SCaLi  CHM FOR QUERF. W .
TET RS $ QUECFELOW, 3ET mer LIMITE
330 MEAFGS $ SET TC FOZITIVE Mer &
M3 $12097 i SET 10 NEGATIVE MAr 4
i 3
MAYELE
MG P ‘
R TI ?
qu'\f_\"'_ i H
COLON® i |
3 LONE 4 !
$MS T4 LATIRT i 3
} L DERERS FEN
g ALING T
FEELpaCh RATHIY  WdT7h
VEL T
3 oriIeR eeTEIY HULT. REILLT &Rkga
b i R
%
E: 3 ESTmb, Sk EDTIR ZIIE
3 i DeTe MaTRIY START ALDA
i ; P pTTAF TAA WATRI RLw BLUE 4
- PoTAITL RS T e .
9 VOSET SREFanl #,
; SN J
! H PRY waba i GLT JtCmeml # L
3 SEF SR TN Pole PIT o i
3 s
: £ F 4
y RO o
3 Al fra
[ A Ba
RO R
, Al v
f SN
4 ; ,..i )
{ Tl Vo

THIS PAGE IS BEST QUALTTY PRACTICAKTR
| RS A U AN . Y

[ RV,

SN

P R e A




Mol I

]
fa
o1

joal

pealay]

(3 e a ik 4

LGen

A be i & a Do Al

N X

J

.6 FIT

[

L L -

- .

Sum COR-EZFOMDING TERNMS

15 COuUMl ALL DORE ¥
L. AULTIFLIES COWPLE+

Ryl
™
4

[
v

o
i
i .
=
e e s

rTr:
rivy T
Ty
z
T G
=M= —t'm
T

-4 -

noEm

"o
Sy TN

i
-1

[£3

£
33
F'E
0y
A3
[

! U
EFARL Fo~ FI D
PoRPOE~ JNTEGRE 6 =Chix
DUTEUT TO L
GE™ = DuTELeT L
FrEFS FoR FIAE
PEFF Lrei BE
oL euT TO aneL
DET 4Tn DUTRLT
O LR EOE T
F # INTZOE
o AN L
GIGaI0 M Ty
FOo EREST v
[ <0rd
Tt S1&
JHEY 510n
T1 PUEIT
2L COnMF
CowbPilne
MULTIFLY OFERAK]Z
CAt F0r FROFER B13

L TR TR

-
P
m
]
T
-1
2]
<
(ad}
i
—t
o
=
.
»
a
m
r

THIS "AGT TS

Plocdr o TS0 o




SUBRDUTIMNE “LIVIDE --- 16 BIT SIGNED DIVIDE i

IVIDE!

(43 ]

It ot € ar

all == Rand
—m

Py

ATV el
2

ST D

[
juc J S5
v
e

LEEREAL i P al ¢ 5 Bt
r e . ar e
IS Tan g 5]
SACLN LU M

1 ’
MRS H
5 '
3 TieF 0 ;
! Srorn
=S 3 DIJIDE OFERANDZ
: g; + CHE FOR FROFER SIGN
; H]
’ k i MEGATIVE SIGNy TARRE I £ COMPLIMENT
. 4
) - e
I I R I 306G FLAG FOR MULT ROUT.
; 3
ioINTERE
POFLRDT
3
yo THIZ
¢ plES
3 i EEGE
3 v OANL
1 ' -
’ A 1
: farin

TImBEld

!
i
k

e 7T e e

Lo
ST X

.
£ =4 T O
[

M

T die a2 0N
o wr asers
M. 2
[ BT 2 s Dol ]
1T

re e
-

.. @-asancee
g — 2

ro —rry
I- 10N

; PO ERSIO
. L Lt
' . vES
) TR
oy s o~ ANy A
mey T ot St o 7‘7.”-.\.-4‘.\»'”#—-57
.‘A
C—8 N . : oo — L‘J.w‘b‘ -

TBee WA LD e e y




FCsSCALAD

SION COMFLETL ¢

F

€ E

LR R

3
s}
v

[RS8

[y Ko

LT+ N
[wER PO |
[SETAVIANE: R o
(U TN YR PR ot 4
[ TR T TR RV Y |
LTI -
ik <L
@ Zruee

[x¥)

[ S T o

(€ P a1 a8 X ¥ ]

—meE T
T
L)

o

T

CHELET

L

Wi

il

DT
U T

(ST« o CFYRY]
i)
- LI

L

[af]

[V sgie}

LS & R P
[ VN YT S
3 ™St . e
TRy I e
VTG
W1 T e it
L. DS (O T3F]
.7 0w -

e
) TR L L
YW we T p Tt

b B L E5LE

¥
i
-

fa o ALl i
PP L TV AR Wl SV R
s Ty
] ¥ g FUY}
LR L U =

SET CF ERKFT HLKE

T
131
[
17

ol
P}
-3
AL
Dax}
I
o

PP S o a4

i et s
T e s
C STEYYRIN LTI R VR T
TL3eTe T T H 2N R S T TR TR RN N RN 1 RSN oo R - Sl

ST T T
BRIIBIII B R

AR A S

[VIEVIRS Y
Al o
[V R T T W Y]
B o AN R TR

1TY PRACTICGABLE

; DDC

e 2N

v
15}

AGT 15 BT QUA

THIS T
F

oAt Ll

v

‘

| SN RRVAS




()

[

FON

THIS PAGE IS BEST QUALTITY FRACTICARLE

FRUM LUL X 2 Crnd

. a
(¥ tet
'S '
< T
[ i
L
= ;
X s
(%3] i
L of 0
- - e v i e [ L - - - '
I e s o ot n_v
LTI TR oo n SRR P | A ' i
P - e F .
— o~ - - .. L. PP - — . e
LR ART oo R o ap DRE IR HEx SR TTNE: MIE- MRS VN PROVRTINY PR Rk T -~ - >
P S - . e o« NI .- - - . - .
b LR IR 4 ru_ A S TN PRVRS I O et P hosas. - .l-..r T T, DA - TP BTSSR Pary ) PN -+ LR R 1
| R G MR PR I S L 3 P R TR Thi bl e oo =S b cheswd b (RN 2 Lo Kk i - +
e Tt T o g e P et W B R AR e et | Ry PPN § E - S v S CTAT LI LT L T L, L LTI AL - P
>ITTIIL 1 >>TLILILXII L I 3.°85.L¢E T Tv B :rr; T T I Y I S U VIR IR T A Duha
[ ] -
B R LI L T O R LI L T T I B T R T T T R TR IR L L IR SR CNEE Y AT e PP RP S
VS [Xe]
[e} I - TS
Raale § “1 ‘ St RTINS - X} ey
BiarsF puvls (DR RS P S T R s ¥ T T TRt 1 2 TR s BEETS NP 1) [T i- - g .3
NGNS et o4 [ LRIV v YR SN L | R Y
IO~ TV DT oeg T TP B IS CLET G 1D E L P et O g :......-..:c, e . 3 3 HLD
SOOI AN DL T o OFC T e IS IR ) Lo RS RS IR IR VTR ST B R S I B I v I T B AP X RN B N N IR 1] EC DR oS R
‘e s
oF s
AL LT Dl T TS ST e ST T TS N T O Y R T N S L S T S A T I ) B v T Tl
Sy SV AV VRV Y TN YRR Ve v iV (B SRLTCUNY " [T Y R Y SR ST S PR R R R IRY S o Ve VR S FUEN DR SIVIRY R &
fui 3 e e o Y X et e [ o TS o ¥ N 1% L AR T L T .‘..,..t._.y:w...”. d o PN T e TR Y B )
IR 3IITIIIII .&..Wnnw:w wwu. R 217 | 2323 4 uvw.wuw WIW L YW + 233373
e e 2 2 b . e e o+ o PN - “1 Coe e e e e R - -T . e s o4 0.
. b i
- a T
. ) . [ K. .
“1 *1 [N 1 J s
VL [T <1 . [ I
+ t t T
t o= .. o« "l s CIRE -]
— o —— = e




£
-
<
i
vy
<<
—
—d
o |
[2e}
wd
[v
-
- (]
e e T i S I R []
) (o]
LI S T I A T TR SO Y T PO T Y T A (s’
kS
iy = e e el e
LR a0 Ea ful Lt T aa ¥ oo Ta Y ol D b IS S N Bl s PR TP I PR TR Ty e 4
L . D N
Ak L EAVRS BURIFS LIS TEFES SR IR LT ok T I
e .y
P~ T e PRl o T B S
BOSS 3OS L 31D T
k. L I L D P P PR PP PR PP )
¢ (s} &
P30 § oo )
e~ T
LG R N
LIPS ! ,
B e e R OtT) ;
sk
3332333323733
- e e s s e e e oo R
.
r Lo

el i e~




i gt

A

Distribution List
Report R80~944590-1
Contract F49620-79-C-0078

Director of Mathematical and Information
Sciences

Bldg. 410

Bolling AFB, Washington, D. C. 20332
Attn: Lt. Col. George W. McKemie (16)

ASD/XRT
Wright-Patterson AFB, OH 45433
Attn: Lt Col W, Othling

OASD/PASE

Pentagon

Washington, DC 20360
Attn: Mr. T. P. Christie

NASA~Flight Research Center
Edwards AFB, CA 93523
Attn: Mr. H. A. Rediess

SAMSO/YAD
Technology~-Guidance & Control
Los Angeles AFS, CA 90045

NASA-Ames Research Center
Moffett Field, CA 94035
Attn: Mr. Elwood C. Stewart

Naval Ocean Systems Center
Tactical Command Control Division
San Diego, CA 92152

Attn: Dr. Robert Kolb, Code 824

NASA-Langely Research Ctr
Hampton, VA 23365
Attn: Mr. Larry W. Taylor, Jr.

AFIT/ENE
Wright-Patterson AFB, OH 45433
Attn: Capt. Gary Reid

Office of Naval Research
Technology Group

800 North Quincy St.
Arlington, VA 22217
Attn: Mr. David Siegel

AFIT/ENE ]
Wright-Patterson AFB, OH 45433
Attn: Capt James Negro

AFFDL/FGL
Wright-Patterson AFB, OH 45433
Attn: Paul Blatt

RADC/ISCP
Griffiss AFB, NY 13441
Attn: Heywood Webbd

ARO

P.0. Box 12,211

Research Triangle Park, NC 27709
Attn: Dr. J. Chandra

Office of Naval Research
Mathematics Group

800 North Quincy Street
Arlington, VA 22217
Attn: Dr. Stewart Brodsky

AFAPL/TBC
Wright-Patterson AFB, OH 45433 s
Attn: Mr. Charles Skira 1

AFATL/DLY
Eglin AFB, FL 32542
Attn: Dr. Jesse Gonzales

AFWL/LRO
Kirtland AFB, NM 87117
Attn: Lt Col Dale Neal

David Taylor Naval Ship R&D Center
Code 2730

Annapolis, MD 21404

Attn: Mr. Walter J. Blumberg

AFWL/AL
Kirtland AFB, NM 87117
Attn: Maj Kenneth Herring

;1
:.
.
| e







